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Technology Foresight and Sustainable 
Innovation Development in the Complex 

Dynamical Systems View

Abstract

Information and communication technologies (ICT), 
which are transforming most areas, develop non-linearly. 
Failure to take into account the nonlinear principles 

of complex dynamic systems hinders the development of 
balanced innovation strategies. Companies and governments 
lose the ability to effectively respond to “grand challenges”. 
The linear approach does not allow for covering a wide range 
of critical areas simultaneously in the scope of Foresight 
projects as it prevents one from applying an interdisciplinary 
approach to developing innovation strategies, correcting 
risk assessments, and making informed decisions.

This paper proposes a solution: management based on 
“cyber-physical systems” (CPS) built on dynamic complexity 
and nonlinearity principles. Such systems not only integrate 
computing and physical action but are embedded in the 

everyday environment. They are more than the sum of 
multiple intelligent computing devices. CPS transform into 
collective social systems, integrate information, energy, and 
material flows, and adapt to physical processes.

Cyber-physical systems can offer a sustainable 
information infrastructure which serves as a prerequisite for 
building up the innovative potential of a company, region, 
or country. They make it possible to analyze all stages of an 
innovation project from the technical and organizational 
points of view simultaneously, to cover all possible social 
consequences and challenges, and identify unexpected 
promising developments. CPS have a decentralized 
structure which allows one to solve complex problems and 
manage large and complex structures in real time, such as 
an energy grid, transport, smart city, healthcare, and so on.
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In the past, corporate strategies were often based 
on the assumption that digital technologies de-
velop exponentially. This applies to growing 

computing power and data storage capacity, re-
duced size and cost of devices, and increased ef-
ficiency, among other things. Accordingly, it was 
believed that economic success would only be a 
matter of flexibly adapting to this context.
However, all of history shows that technological 
development has never been subject to rigid laws. 
Emerging innovation impulses often “pushed” this 
development in unforeseen directions. In the mid-
dle of the last century, computer pioneers relied 
on a few powerful mainframes. Then young entre-
preneurs came up with small start-up companies 
producing many small personal computers (PCs) 
which have quickly spread all over the world.1 
Even the internet in its current version as the ba-
sis for worldwide communication was initially not 
on the screen when military communication net-
works were set up to secure command structures 
in the event of a nuclear strike. The exponential 
success of smartphones and their manufacturers 
was not envisioned in the long term either. Like-
wise, nobody knows today which developmental 
improvements can be expected in the coming de-
cades and which trend reversals they could initi-
ate. In a way science and technology development 
is similar to biological evolution [Nelson, Winter, 
1982; Nelson, 2018]. In such a system, innovations 
play the role of mutations, markets make selections 
and social frameworks affect the development of 
trends – just like ecological conditions determine 
evolution. However, the algorithms of evolution re-
mained “blind” for millions of years, while humans 
are (still) conscious of the course of technological 
development and can control and influence it, at 
least for short periods of time. In turn, visions of 
the future determine people’s goals and aspirations 
and, through the awareness of cause-and-effect re-
lationships, influence future development; this is 
called the “normative force of the factual” [Bezemek, 
2019]. In other words, visions of technological de-
velopment prospects can create ardent supporters 
of the corresponding trends. If these supporters 
happen to be executives at leading companies or 
prominent researchers, the relevant scenario will 
most likely be implemented.
Thus, a prediction becomes reality (“self-fulfilling 
prophecy”) [King, 1973; Pop, 2015; Biggs, 2017]. 
The history of evolution shows that despite the 
fundamental “deterministic” laws, various pos-
sibilities exist for the implementation of various 

scenarios, but only a few become reality. That is, 
the laws of nature themselves make the future 

“open”, so we should speak not about “a future” but 
of multiple “futures” [Glenn, Gordon, 2009; Ring-
land, 2010; Godet, Roubelat, 1996; van der Heijden, 
1996]. Changes in economic, environmental, and 
social conditions and shifts in the technological 
landscape itself affect the vector of its further de-
velopment. Therefore, an approach known as tech-
nological design2 should be applied to developing 
new products and processes.

Applying Scenario and Delphi Procedures 
to Develop Corporate Strategies
While big data-based techniques analyze the future 
with powerful algorithms and quantitative meth-
ods, scenarios and Delphi procedures allow one 
to gain qualitative insights into the future. Unlike 
forecasts, they are not intended to accurately “cal-
culate” the future, but to provide an idea of how 
events might develop. Scenarios are based on a 
deep and comprehensive understanding of events 
and rely on the knowledge, experience, and intu-
ition of experts who assess possible scenarios for 
the future [Häder, 2002]. These approaches do 
not aim to forecast, but to assess potential futures. 
Scenarios describe the future context in the form 
of hypotheses whose analysis allows one to iden-
tify causal, logical connections and possible conse-
quences, and to assess alternative future scenarios 
as more or less desirable. The starting point is ana-
lyzing the present and the past on the basis of em-
pirical evidence. Then a baseline (trend) scenario 
is built, which is extrapolated into the future under 
the assumption of certain constraints remaining in 
place. As certain other conditions are assumed to 
change, alternative scenarios are proposed, which 
deviate further and further from the trend scenario 
as the distance from the present increases. A kind 
of funnel emerges, which, starting in the present, 
opens ever further around the time axis of the 
trend scenario. Extreme positive and negative sce-
narios are located at the margins.
A good example of this is energy industry develop-
ment scenarios. Most of them are based on the as-
sumption that the demand for traditional energy re-
sources will remain in place in the coming decades, so 
development prospects for alternative energy sources 
are assessed. Accordingly, scenarios describe various 
futures depending on the political decisions made.
Another tool widely used for the expert assessment 
of possible developments is the Delphi method 

1  See, e.g.://newsroom.intel.com/editorials/pc-evolution-from-mainframe-to-perceptual-computing/#gs.gqgpqe, accessed on: 26.09.2020.
2  Technological design is an approach applied to develop most of the latest technologies. Like research, it is based on fact and evidence and implies taking a 

particular sequence of steps to solve problems or answer questions. Technological design includes the following stages: identifying a problem, investigating 
it, developing possible solutions, choosing the best one, creating a model, testing it, improving and retesting it if necessary, and making a final decision. For 
more see, e.g. [Berg, 1998].
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[Glenn, Gordon, 2009; Häder, 2002]. Unlike sce-
narios, this involves collecting and iteratively pro-
cessing the opinions of a large number of experts, 
which ultimately leads to building a certain shared 
vison of the future. Delphi is used by ministries and 
research organizations to support decision-making 
about investments in promising innovations. Ex-
perts’ knowledge, experience, ideas, and visions 
are reviewed through a series of iterations. In the 
end, a single agreed upon vision of the future or a 
set of realistic, alternative options is formed. The 
customer receives recommendations on project 
implementation strategy. The effectiveness of this 
method depends upon the experts’ qualifications 
and their abilities in interdisciplinary cooperation. 
As long as trends in a specific discipline are evalu-
ated, problems usually do not arise. However, they 
do appear when a comprehensive, interdisciplinary 
assessment of a complex socio-technical system 
such as a “smart city” is in order.
When it comes to building infrastructure facilities 
such as power plants, airports, or transport inter-
changes, security systems are primarily based on 
the opinions of engineers. However, to assess how 
the new facilities will affect the quality of life, how 
convenient they would be to use, sociological sur-
veys will be needed. No less important is a direct 
dialogue with the public, to involve it in decision-
making. A complex assessment and communica-
tion process emerges during which not only inter-
disciplinary knowledge, but also people’s opinions 
and attitudes must be taken into account. This 
makes assessing risks and making informed deci-
sions even more complicated.

From Socio-Technical Systems  
to Intelligent Infrastructures
Digitization and artificial intelligence (AI) tech-
nologies are radically transforming socio-technical 
systems [Mainzer, 2019]. Classic computer systems 
clearly separated the physical and virtual worlds. 
Mechatronic control systems (such as those in-
stalled in modern cars and airplanes, with numer-
ous sensors and actuators) [Isermann, 2009] no 
longer fit into this paradigm. They scan the en-
vironment, process the collected data and them-
selves can influence the physical environment in 
a coordinated way [Hawkins, Abdelzaher, 2005]. 
The next step in the development of mechatronic 
systems is the introduction of “cyber-physical sys-
tems” (CPS), which not only integrate computer 
control with physical action, but are embedded 
into the everyday environment (e.g., integrated in-
telligent power supply systems) [Lee, Seshia, 2016; 
NSF, 2008; Giaimo et al., 2020]. CPS consist of nu-
merous networked components that independently 
coordinate their operations to accomplish a com-
mon objective. Thanks to networked embedding 

in system environments, CPS go beyond isolated 
mechatronic systems because they are more than 
the sum of multiple intelligent computing devices 
[Rajkumar et al., 2010].
Individual subsystems’ intelligent functions are 
extended over the entire system. Like the internet, 
CPS transform into collective social systems which, 
in addition to information flows, also integrate en-
ergy, material, and metabolic flows (such as me-
chatronic systems and organisms). Historically, 
CPS research originated in the field of “embedded 
systems” and mechatronics [Wayne, 2008]. The in-
tegration of information and communication sys-
tems into everyday life has led to the emergence of 
new performance requirements such as fault toler-
ance, reliability, zero disruption, and secure access, 
with simultaneous implementation in real time. 
However, problem areas have become increasingly 
obvious over the course of embedding appropri-
ate management and control processes, which af-
fect the economic and environmental efficiency of 
the applied solutions. Examples include automatic 
traffic control systems designed to prevent conges-
tion and shorten individual travel times [Wedde et 
al., 2007]. Powering electric vehicles with alterna-
tive energy sources, in particular solar panels or 
wind turbines, turned out to be no less difficult. 
This also applies to other renewable energy sourc-
es that are perceived as a sufficiently reliable and 
cost-effective alternative or backup energy source 
for power grids. These increasingly complex appli-
cations require highly adaptable control systems, 
flexible system architecture, the ability to quickly 
deal with failures, and scope for expansion and en-
largement. Attempts to manage such systems cen-
trally turned out to be a major obstacle to meeting 
these requirements. The need to process colossal 
amounts of data increases the required time and 
makes it difficult to take the necessary steps quick-
ly. For example, large transport systems are highly 
dynamic. Therefore, even if traffic jam reports are 
transmitted to the traffic control center every two 
minutes, they cannot be analyzed and acted upon 
quickly enough to adapt to the actual traffic situ-
ation. As a result, specific vehicles’ navigation sys-
tems calculate individual alternative routes. How-
ever, if all devices in the system used the same sta-
tistical algorithm, then in an effort to avoid traffic 
jams, all transport is directed along the same route, 
which only increases the chaos. Therefore, CPS 
aim to adapt control processes and information 
flows to the physical processes of the relevant ap-
plications [European Commission 2006] – just like 
the feats evolution has achieved over the course of 
organisms’ and populations’ development.
Top-down software structures superimposed on 
physical processes “from above” are not the solu-
tion. Distributed control, bottom-up management 
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of layered control structures, highly autonomous 
software processes, and distributed learning strate-
gies for agents are the benchmarks. One example 
is smart grids which, in addition to electricity, 
transmit data to ensure their normal functioning. 
Global and transnational network structures are 
emerging (similar to the internet), which include 
both combined heat and power plants for gener-
ating electricity from fossil fuel, and installations 
based on renewable sources (photovoltaic convert-
ers, wind farms) and biogas power generators.
Households also can generate energy using pho-
tovoltaic systems, biogas plants, or fuel cells, for 
themselves and other users [Al Dakheel et al., 2020]. 
This implements the “local activity” principle: the 
input from a domestic energy source is fed into the 
grid and contributes to global distribution patterns. 
Thus, smart grids with integrated communication 
systems provide a dynamically regulated power 
supply [Wedde, Lehnhoff, 2007]. This is an example 
of large and complex structures operating in real 
time according to the cyber-physical systems’ prin-
ciples. Large power plants create a reserve supply 
of energy to deal with peak loads or voltage drops. 
The task of intelligent systems in this case is to 
flexibly redistribute accumulated energy reserves 
according to users’ needs. The main problem with 
switching to renewable energy sources is the large 
number of limitations in terms of functionality, 
safety, reliability, timely delivery, fault tolerance, 
and adaptability. Cyber-physical systems with their 
decentralized bottom-up structure seem to be a 
solution, ensuring the functioning of our increas-
ingly complex communication and supply systems. 
Central to this is the organization of data streams 
that control the energy supply like the nervous sys-
tem of an organism.
Complex networks are an example of dynamical 
systems which can be modeled in the scope of the 
mathematical theory of complex systems and syn-
ergies [Mainzer, 2007]. From cellular automata3 to 
neural networks and the internet, network struc-
tures are created in nature and in the technological 
domain, in which complex systems’ elements inter-
act according to local rules. Locally active elements 
(neurons, transistors, and nodes) form complex 
combinations and structures that affect the over-
all performance of the entire system. The same ap-
plies to the vital activities of organisms, cognitive 
functions of the brain, swarm intelligence [Lozito, 
Salvini, 2020], and the organization of technical 
infrastructures such as energy systems. Knowledge 
of network mathematics is required to calculate 
these systems’ characteristics and relevant indica-
tors. The first practical challenge in networking 

is the digitization of existing infrastructure, most 
of which was created separately with no coordina-
tion for their interaction. This is true for transport, 
energy, healthcare, administration, and education. 
The creation of the “Internet of Things” has led 
to the emergence of overlapping functional areas 
such as the smart home, smart production, smart 
city, and smart region. The intelligent networking 
of previously separate domains opens up new op-
portunities for greater efficiency and further de-
velopment. However, new challenges also emerge: 
integrating technical, economic, legal, regulatory, 
political, and social aspects. Intelligent networks 
and services are created by linking classic infra-
structures and augmenting them with artificial in-
telligence (autonomously operating, self-managing 
functions and components). Infrastructures’ and 
networks’ “intelligence” arises both “vertically” 
within a domain (e.g. healthcare or transport) and 

“horizontally” across domains [Sa, Corke, 2014; 
Alegre et al., 2014; Bassett et al., 2017].

Corporate Strategies in the Context  
of Industry 4.0
The ubiquitous penetration of internet technologies 
into industrial production marked the beginning 
of the next stage of industrialization, Industry 4.0 
[Schwab, 2016]. The first industrial revolution (In-
dustry 1.0) is associated with the invention of the 
steam engine. The second wave (Industry 2.0) came 
with the introduction of the assembly line-based 
production system first tested at Henry Ford’s plant, 
essentially algorithmic in nature: the product is cre-
ated step by step in line with a rigid program sepa-
rating work operations. In Industry 3.0, industrial 
robots get involved in the production process; how-
ever, they remain stationary and always execute the 
same program to perform a specific task [Tantawi et 
al., 2019]. In Industry 4.0, the manufacturing process 
is governed by the Internet of Things. The equipment, 
transport, and personnel “communicate” with each 
other in a flexible production process. Big data plays 
a key role here, which comprises not just companies’ 
structured business indicators but also unstructured 
social networks data, sensor signals, audio, and vid-
eo [Dean, 2014]. In Industry 4.0, products can be 
manufactured individually by a specified time, taking 
into account every nuance of the customer’s prefer-
ences. Technology, production, and the market are 
integrated into a socio-technical system that flexibly 
self-organizes and automatically adapts to changing 
conditions. This is a vision of a cyber-physical system 
for industry [Acatech, 2011, 2012]. To set it up, data 
from machines and sensors must be traced, transmit-
ted, analyzed, and integrated with text documents. 

3  A cellular automate is a discrete model used in a number of natural science disciplines including micromechanics. It is  mainly applied to study the algorith-
mic solvability of certain problems and determine the starting points for building procedures to solve them. For more see, e.g. [Schiff, 2007].
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Appropriate big data technologies aim to accelerate 
business processes and are expected to support rapid 
and efficient decision-making. 
In the Industry 4.0 context, computer numerical con-
trol (CNC) machine tools are networked, communi-
cate with parts and components via RFID chips, and 
take measurements on their own. Delivery systems 
are also automated. Thus, it becomes possible to use 
social cognition over the course of the human-ma-
chine interaction. Employees’ workload is reduced, 
while productivity is increased. However, qualified 
personnel are required for adjusting and setting up 
the machines. In addition to customized flexible man-
ufacturing, Industry 4.0 expands the possibilities for 
decentralized personalized energy supply. Across the 
spectrum, from industry to personalized medicine, 
there is a departure from mass standardized produc-
tion a la Henry Ford. In recent decades, computing 
power doubled approximately every 18 months, while 
devices were getting increasingly smaller and more 
affordable. This trend is also observed for the number 
of sensors, the amount of data, and so on. Compa-
nies face the need to adapt their corporate structures 
to enable flexible, intelligent problem solving. Due 
to the application of ICT, the traditional material 
(physical) production is gradually turning into a “vir-
tual” process, controlled by applications and software 
modules. Unmanned technology is penetrating in-
creasingly more areas. For example, Google, a prime 
example of an exponentially growing IT company, is 
already building autonomous electric vehicles. Major 
prospects are associated with the large-scale appli-
cation of 3D printing technology in the automotive 
industry; the latter could be radically transformed if 
vehicle parts and components are 3D-printed at a low 
cost. A lot will depend upon what kind of data is en-
tered into these 3D printers, and by whom. IT compa-
nies are changing almost every business, but they also 
need to adapt. A good example is Microsoft which 
continues to produce Industry 2.0-style software for 
mass consumers with “standard” needs. Energy com-
panies are increasingly focusing on the decentralized 
market and relying on individual advice to find the 
right solutions. New business models are emerging, 
such as “buy and build” [Francis et al., 2013; Bansraj 
et al., 2018]. A focus on deeper customization and 
personalization of needs is a hallmark of smart com-
panies, for whom building consumer confidence is 
paramount. However, there is also some scepticism 
about “cloud technologies”. Successful medium-sized 
companies will not be storing their data in the cloud, 
both because of fears of industrial espionage and the 
significant costs with uncertain payoff prospects.
Outdated security technologies are a weak point of 
Industry 4.0. Therefore, ensuring proper security 
will also require new solutions in order to safely 
store information and prevent unauthorized access 
to it. The data security issue also has a human di-
mension. Process automation is only possible be-

cause numerous sensors, cameras, photoelectric 
sensors, and other devices constantly record a huge 
amount of data. So, the question arises about who 
should have access to it, where and for how long 
it should be stored, and about its potential users. 
There is also an extensive debate under way about 
the impact of automation upon labor markets and 
the social implications of the proliferation of artifi-
cial intelligence. Smart factories are built to increase 
production efficiency and eliminate routine and me-
chanical operations, manual and intellectual alike. 
This approach is not at all new; it has accompanied 
industrialization since the 19th century. Despite the 
elimination of some jobs, it also generates demand 
for new ones. Customer service is of particular im-
portance here, as communicating with clients and 
developing business models requires not only a wide 
range of business and management knowledge and 
skills, but also flexibility, experience in dealing with 
people, and knowledge of psychology. Most of the 
new professions are associated with mechatronics 
and robotics. Therefore AI-based automation does 
not create unemployment but helps cut production 
costs and thus contributes to the growth of the labor 
market for a wide range of skilled workers. This will 
allow countries with an educated and highly skilled 
workforce to “repatriate” production from low-wage 
countries. In the already highly automated Germany, 
the unemployment rate is significantly lower than in 
other European countries, where unemployment is 
associated with a lack of labor market reforms.
The popular assumption that in the future only 
highly qualified engineers with higher education 
will be in demand while everything else will be 
done by machines is groundless. Innovation will 
remain relevant in all areas. In engine development 
and production line design, engineers will need to 
master mechanical engineering-, electronics-, and 
information technology-related skills – disciplines 
which used to be outside their domain. Engineers 
will need to work on specialized teams to meet the 
complex challenges of Industry 4.0, so interdisci-
plinary collaboration skills are becoming a require-
ment. “Lathe operators” will remain in metalwork-
ing, but they will be managing networked CNC 
lathes. Accordingly, the requirements for their 
qualifications will change. In many areas the in-
novation cycle is already faster than training cycle. 
Therefore, the development of training programs 
requires particular attention, given the rapid obso-
lescence of software and many production tools. In 
the future, lifelong learning will become the norm, 
especially mastering new processes.

Criteria for a Responsible Approach  
to Building Intelligent Infrastructure
The integration of computer networks into social 
infrastructure, taking into account social, econom-
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4  For more see: https://uits.iu.edu/ii, accessed on 26.09.2020.

ic, and environmental factors is believed to be the 
most important condition for transforming socio-
technical systems into platforms for the provision 
of various services.
These systems must be networked (e.g., via the in-
ternet), robust to disturbances, and be able to adapt 
and flexibly respond to changes [Jones et al., 2013; 
Behymer, Flach, 2016; van de Poel, 2020]. They are 
already being implemented in offices, households, 
social institutions, and transport. As complex sys-
tems, intelligent infrastructures has to integrate 
various technological domains [Geisberger, Broy, 
2012]. They must be controlled by common soft-
ware which provides middleware tools for translat-
ing user instructions into machine language (e.g., 
smart homes, smart factories, smart hospitals or 
transportation systems). Intelligent infrastructure 
such as a city or an airport is considered a virtual 
machine.4 The integrated client interface provides 
transparent and user-friendly interaction with 
the system. At a deeper level are certain domain-
specific architectures such as the transport sys-
tem, healthcare system, and industrial enterprises, 
where the work is actually done and services are 
provided to users. This model can be applied in 
a city management system covering transporta-
tion, healthcare, and industrial facilities includ-
ing municipal power supply, garbage incinerators, 
and others. Common software ensures interoper-
ability with specific user applications. The techni-
cal design of information infrastructure requires 
interdisciplinary cooperation between specialists 
in engineering and natural sciences and humani-
ties (economics, physics, mechanical engineering, 
electrical engineering, computer science, cognitive 
psychology, communication sciences, sociology, 
and philosophy). This cooperation should be based 
on unique models integrating cognitive, knowl-
edge, and mental aspects as well as approaches to 
problem solving based on advances in sociology 
and the philosophy of technology. Integrated de-
sign and the creation of information infrastructure 
will only work effectively if various aspects of the 
human factor are taken into account. Integrated 
hybrid systems, distributed digital control archi-
tectures, human-machine interaction mechanisms, 
integrated action models, and socio-technical net-
works should be developed using human-centered 
engineering methods [Boy, 2017].
This approach involves the step-by-step develop-
ment of reference architectures, domain models, 
and application platforms for specific disciplines. 
They serve as prerequisites for conscious situ-
ational and contextual perception, process inter-
pretation and integration, and, as a consequence, 
the efficient application and control of the relevant 

systems. The role of the human factor in informa-
tion infrastructure needs to be studied on an inter-
disciplinary basis. A wide range of issues must be 
addressed, such as ergonomics, the integration of 
adaptive structures into the workflow, cause-and-
effect relationships, and changes in social behavior 
due to the use of such systems. Despite the fact that 
these systems are multifunctional and provide a va-
riety of services, interaction with them should be 
simple, reliable, and intuitive. Complex networks 
with an ever-increasing number of participants are 
becoming more difficult to control. Accordingly, 
the need to ensure these systems’ reliability, safety, 
privacy and, as a consequence, users’ trust, increas-
es. The benchmarks here can be as follows:
•	 energy efficiency and environmental safety;
•	 know-how protection in open value chains;
•	 assessment and management of uncertain and 

distributed risks;
•	 appropriate and fair conduct in the event of 

a conflict of objectives, binding domain and 
quality models, rules, and policies (e.g., com-
pliance)

Sustainable Innovation and the Expected 
Social Effects
Intelligent infrastructures develop in a changing 
context, and they themselves change the structure 
of the social system. Digital communications allow 
people to obtain information more rapidly. Due to 
their significant transformational potential, new 
socio-technical systems command increased at-
tention from civil society and its institutions. Real-
time access to information and the ability to active-
ly respond to it against the background of growing 
network density and the related cascading effects, 
contribute to the emergence of new, “liquid” forms 
of democracy [Blum, Zuber, 2016]. Better-quality 
and more timely information encourages citizens 
become more involved in the decision-making pro-
cess regarding the implementation of socio-techni-
cal systems. Thus, technology becomes important 
not only for professionals, but also for all of society. 
Greater participation by civil society responds to 
the demand for participatory democracy. There-
fore, new technical solutions must have ecological, 
economic, and social dimensions. We are talking 
about sustainable innovation [Schot, Geels, 2008; 
Boons, Lüdeke-Freund, 2013]. However, greater 
participation alone will not be enough. Socio-
technical projects must remain realistic so as not 
to endanger the territories where they take place. 
Also, sustainable innovation must be robust [Roth, 
2015]. Socio-technical systems require sustainable 
information infrastructure as a prerequisite for 

Mainzer K., pp. 10–19
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building up society’s innovative potential. There is 
a growing need to create integrated research and 
education centers specializing in engineering and 
natural sciences, humanities, and social sciences 
[van Kerkhoff, 2014]. New university formats are 
emerging in these interdisciplinary research clus-
ters. They leave behind the traditional distinction 
between the aforementioned scientific domains. 
They can be viewed as matrix structures, where 
disciplines are matrix lines, while matrix columns 
are complex research projects covering various ele-
ments of disciplines depending upon the objectives 
of the study. Such projects are not just a promis-
ing idea, they are already being implemented by 
universities on the basis of their experience. The 
author of this paper was directly involved in the 
creation of competence centers at the technical 
universities of Augsburg and Munich.5

All these approaches are based on the fundamental 
idea that science does not exist independently of 
society. Without taking into account social struc-
tures and processes, any technological or natural 
science-related innovations (especially in the AI 
field) are unlikely to become successful. For exam-
ple, building a smart city requires an understand-
ing of how to organize the effective coexistence 
of people and smart infrastructure. Smart supply 
chains designed to meet the needs of the world’s 
growing population will not work without consid-
ering the context of developing countries. Robots 
will not be effective assistants for older people if 
there is no understanding of the latter’s true needs. 
Ignoring the relevant social, economic, and envi-
ronmental factors will prevent the harmonious 
integration of large-scale technology projects into 
the social structure.

Conclusions
Information and communication technologies are 
transforming most industries. According to the 
previously dominant belief, their development 
follows exponential laws, so to achieve economic 
success, it is enough to flexibly adapt to this logic. 
In reality though, technological development has 
never been subject to rigid laws. It is still not pos-
sible to accurately determine which promising de-
velopment ideas may emerge in the future. Like all 
live systems, scientific and technological progress 
develops in dynamic complexity, but unlike biolog-
ical evolution, it can be controlled by people who 
are able to influence its vector. This requires in-
terdisciplinary thinking and an understanding of 

how production and educational strategies should 
be organized in the concept of complex, dynamic 
systems. Research results will only be practical if 
the objectives are set taking into account social sci-
ences and humanities, choosing relevant criteria, 
going beyond the established notions, and learning 
from crises.
What would development strategies that take into 
account complex dynamic systems look like? Inter-
disciplinary issues should be addressed from the 
very start of any project, not during the subsequent 

“review”.
Any scientific and technological project must in-
volve researchers from the humanities: to study re-
lated social aspects, evaluate the results for compli-
ance with economic, medical, environmental, and 
technological ethics, and develop new mechanisms 
for exchanging ideas between science and society. 
Empirical research should be interdisciplinary and 
project-oriented, while research results should be 
open for public discussion to serve as the basis for 
policy decisions.
In an increasingly informed society, the potential 
for people’s involvement in decision-making on 
infrastructure and technology-related issues in-
creases. Trying to regulate this process, countries 
develop clear step-by-step approval procedures: the 
project developer prepares a plan, next come con-
sultations, a public presentation, a discussion, the 
presentation of its results, and the approval of the 
plan. However, public participation is often orga-
nized in the form of hearings, with project imple-
mentation remaining under the exclusive control 
of the authorities. The so-called “preclusion effect” 
[Ketchum, 2016] makes any appeals after a certain 
period of time impossible. While objective techni-
cal, social and economic conditions may change, 
this approach leaves no room for adaptive learning 
and adjustment. Such a “linear” legitimization pro-
cedure needs to be revised taking into account the 
ongoing global transformations. Boundaries for the 
application of a participatory approach must be es-
tablished, to preserve the effectiveness of decision-
making systems and maintain the social balance. 
Political structures are changing under the influ-
ence of technological and economic development 
and the emergence of new environmental trends. 
It is necessary to rethink the rules of the game to 
make coordinated, collective decisions in the con-
text of a dialogue between all branches of govern-
ment with the academic and business communities 
and the general public. For the future generations 

5  In 2012, as founding director of the Munich Center for Technology in Society (MCTS) at the Technical University of Munich as part of the Excellence 
Initiative 2012, and before that (in 1998) as founding director and the first head of the Institute for Interdisciplinary Computer Science of the University of 
Augsburg to analyze the societal impact of the internet.
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of engineers, ICT professionals, and scientists, con-
tact with the public will become an integral aspect 
of their work; therefore the skills required for such 
communication must be learned from the very 
beginning of their professional education. Taking 
into account the human factor should be seen as 
an important aspect of the technological design of 
human-machine interactions in the development of 
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