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Random Interaction Effect of Digital 
Transformation on General Price Level  

and Economic Growth

Abstract

The paper attempts to evaluate the impact of digital 
transformation upon productivity using the multi-
level structure model of a random interaction effect 

based on the Bayesian approach to cross-section data. Digital 
transformation significantly raised general price levels in 

Russia and has had consistently significant positive effects 
upon economic growth through the random interaction effect. 
Therefore, in Russia in 2018, digital transformation played 
a role as a driver of technological progress that prompted 
economic growth rather than economic stability.
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Introduction
Digital transformations (DT) have been notable in 
business fields since 2010. Digital transformation is 
the intellectual process by which digital technologies 
are developed (in a similar way to general human de-
velopment) in all social spheres.
This research suggests that digital transformation 
can be random and a technical shock, but it is also 
a phase of technological progress. Thus, at a given 
point, digital transformation could also be the start 
of a business cycle and may impact economic growth.
Considering the two-sided nature of digital trans-
formation, this paper first researched what kind of 
effect it has on productivity, general price level, and 
economic growth in Russia. Second, this paper dis-
tinguishes between the impact of variations in price 
levels and rates economic growth determined by ex-
pert groups. Finally, this study aims to analyze the 
random interaction effect of digital transformation 
upon the general price level and economic growth.

Theoretical Background
To analyze the impact of digital transformation upon 
the economy, this paper will first consider its impact 
upon productivity. This is because digital transforma-
tion would act as a shock to productivity. This is to 
determine whether a digital transformation would 
reduce production costs and improve productivity in 
Russia in 2018. 
Goldfarb et al. [Goldfarb et al., 2015] evaluate the rela-
tionship between digitalization and production costs. 
This author also thinks that digital transformation 
may reduce operational costs including those related 
to searches for information and reservation costs. In 
addition, this paper suggest that digital transforma-
tion can reduce production costs including manufac-
turing, inventory, and management expenses, spend-
ing on trade including contract, distribution, and 
marketing costs. Furthermore, we can take the effect 
of information costs into consideration. Digital trans-
formation can quickly and easily identify economic 
risks, thus reducing relevant expenses such as identi-
fication costs, moral hazard, and adverse selection. It 
is expected that deepening the digital transformation 
and the reduction in overall costs will affect general 
prices throughout the economy.  
Draco et al. [Draco et al., 2015] analyzed ICT’s impact 
upon productivity on the basis of a theorem about 
the mutual interaction between costs and production. 
A  decrease in the cost of production increases the 
productivity of a firm because it can produce more 
output from a given set of production factors. More-
over, this paper hypothesizes that increases in pro-
ductivity from the digital transformation can directly 
affect real output on a national scale according to a 
production function. Thus, digital transformation at 

any given time indirectly affects economic growth 
through changes in productivity.
This paper is an attempt to create four latent variables. 
Each latent variable has respectively measured variables. 
The measured variables are the values that were ob-
served during the research survey. Measured variables 
are selected by on the basis of economic theory. The 
variables were empirically tested over a long period. 

Measured Variables of Economic Growth (PEG)
Charles I. Jones [Jones, 1995] tested the AK model 
using time series data. According to the AK growth 
model, the production function was set as follows:

y = Ak,                                                                                 (1)
With y = Ak, A>0 representing the technical level,  
where, y =Y/L. k= K/L. Y, K, L respectively represent 
real output, capital stocks including human capital, 
and labor productivity.
The digital transformation at any point in time influ-
ences the value of A which represents the technology 
level in the production function (1). Then the chang-
es in technology level (A) directly impact output level 
from equation (1).
This paper can use this concept as a latent variable, 
and the latent variable of economic growth (PEG) 
can be described by seven measured variables de-
scribed in Table 1. The following can be thought of as 
the measured variables: the increase in R&D invest-
ment, population growth, the intensification of eco-
nomic activity in networks, the reform of regulations 
and systems, the increase in the average number of 
years of education per person, the improvement of 
productivity, and finally, the increase in investments. 
In the study by Caballé and Santos [Caballé, Santos, 
1993], human capital and physical capital were de-
termined endogenously and played a major role in 
determining economic growth. So, this paper uses 
human capital as one of the measured variables. The 
average number of years of education per person has 
been used as a proxy variable for human capital. 
As we can see in [Howitt, 1999], there are arguments 
that population growth may affect the accumulation 
of human capital. Even if this is not the case, it can 
be argued that if there is a larger population, there 
would be a greater number of outstanding members 
of the workforce. Thus, population growth may deter-
mine economic growth. In addition to these variables, 
other measured variables include social security net-
works, the reform of regulations and systems, and 
economic activity networks. In endogenous growth 
theory, investment in R&D is considered a factor of 
optimization along with the supply of products on 
the market. R&D investment is included among the 
measured variables because it plays an important role 
in relation to human capital accumulation and inno-
vation policies. 
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The above seven measured variables have been intro-
duced as the fundamental factors that determine eco-
nomic trends in economic growth theory. The mea-
surement variables for economic growth are shown 
in Table 1.
There has been a long debate over whether an increase 
in the money supply can affect real national income. 
Lucas [Lucas, 1972] used a rational expectations the-
ory to prove that money is neutral over the short and 
long term. In response, Ball and Romer [Ball, Romer, 
1990] countered that even if the expectations are ra-
tional, the money supply may not be neutral if there 
is rigidity in the price structure. In this light, we fur-
ther analyzed whether or not the increase in money 
supply affected economic growth.

Measured Variables of Digital Transformation(DT) 
Digital transformation products, services, and tech-
nologies that are actively used on the market were 

selected as measured variables. On the basis of the 
classification of digital transformation technolo-
gies presented in Table 1, we attempted to select the 
variables for measurement, which adequately char-
acterized the progress of digital transformation in 
Russia in 2018. The nine measured variables were as 
follows: (1) AI (Artificial intelligence), (2) Mobile 
Banking, (3) Sharing Economy, (4) Fintech, (5) IoT 
(Internet of Things) and Smart Factory, (6) Big Data 
and Cloud Computing, (7) Navigation Applications, 
(8) Mobile Games, and (9) Autonomous Self Driv-
ing Cars.

Measured Variables of Productivity (PRD)
In this study the three following measurable 
variables are used and are sufficient for describ-
ing the third latent variable, productivity: real 
wages, capital intensity ratio, and the training of  
personnel1. 
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Latent VariableI Measured Variable Nature of Measured Variable

Economic growth (PEG)

Increase in R&D investments Endogenous
Population growth Endogenous
Intensification of economic activity in networks Endogenous
Reform of regulations and systems Endogenous
Increase in the average number of years of education per person Endogenous
Improvement in productivity Endogenous
Increase in investments Endogenous

Digital transformation 
(DT)

AI Endogenous
Mobile banking Endogenous
Sharing business Endogenous
Fintech Endogenous
IoT and smart factory Endogenous
Big data and cloud computing Endogenous
Navigation applications Endogenous
Mobile games Endogenous
Autonomous driving cars Endogenous

Productivity (PRD)
Real wage Endogenous
Capital intensity Endogenous
Strengthening employee (re-)education Endogenous

General price level (PRS)

Increase of money supply Endogenous
Increase of government expenditure Endogenous
Increase of import prices Endogenous
Increase of expected inflation rate Endogenous
Increase of exchange rate Endogenous

I One out of  the four latent variables, Digital transformation(DT), is exogenous.  The rest latent variables, Economic growth(PEG), Productivity(PRD) 
and General price level(PRS),  are endogenous.
Source: compiled by the author.

Таble 1. Latent Variables and Measured Variables

1 One of reasons why productivity or economic growth is set as a latent variable, even though it can be measured is namely due to Solow’s computer paradox. 
Solow said: «You can see the computer age everywhere except in the productivity statistics.» [Solow, 1987; Triplett, 1999].
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First, Ackerloff [Ackerloff, 1984] presented the effi-
ciency wage hypothesis. Amid asymmetric informa-
tion, companies can increase their productivity by 
raising real wages to avoid adverse selection and re-
duce agent’s moral hazard. This paper selected real 
wages as a measurement variable to account for pro-
ductivity based on the efficiency wage hypothesis as 
shown in equation (2).
In the equation, y, e, ω mean real output, worker’s 
work effort, and real wages, respectively.

y = f (e (ω)), f ' ( ) > 0, e' ( ) > 0,                               (2)
Also, this paper selected the capital intensity ratio as 
the second measured variable. After the production 
function of Cobb-Douglas was derived, most pro-
duction functions, such as CES (Constant elasticity 
of substitution), VES (Variable elasticity of substi-
tution), and a translog function were derived from 
capital-labor ratio in equation (3). In other words, 
the capital intensitive ratio positively affects work-
er’s average productivity.
In the equation, Y/L, W/P, and K/L represent aver-
age labor productivity, real wage, and the capital in-
tensity ratio, respectively.

ln        = a + b ln         + c ln        ,                                     (3)Y
L

W
P

K
L

where b>0, c>0
Finally, I used indicators of the level of education 
of workers and their participation in improving 
their qualifications and re-education programs. As 
a result of the accumulation of proficiency, it is pos-
sible to obtain a scale-up effect that increases the 
productivity of each factor of production [Davis et 
al., 2017]. 

Measured Variables of General Price Level (PRS)
The fourth latent variable, general price level, can be 
measured by monetary growth, fiscal expenditure 
by the government, imported commodity prices, the 
foreign exchange rate of the Ruble, and the expected 
inflation rate in Table 1. 
According to the money quantity theory [Friedman, 
2017], the long term the growth rate of money is 
proportional to the inflation rate in equation (4). In 
the equation, M, V, P, T stands for money supply, ve-
locity of money circulation, price level, and volume 
of transaction quantity, respectively. In the equation   
m, v, π, t stands for the rate of change of M, V, P, T 
with respect to time.
MV=PT
m + v = π + t,

In the long run, v = t = 0 

 m = π.                                                                             (4) 
This paper makes an attempt to evaluate the general 
price level through government expenditure as the 
measured variable. According to Keynesian theory, 
if the government has increased fiscal spending, 
prices on the demand side would fluctuate at least 
in the long term. There have still been arguments 
about how much prices will rise when future expec-
tations are introduced, but prices may rise in the 
middle and long term. This will prompt an increase 
in the general price level. 
This paper also considers the prices of imported 
goods. If the price of imported goods goes up, it 
may increase wholesale or retail prices which subse-
quently pushes overall prices up in a country. Since 
Russia depends upon overseas imports of daily ne-
cessities, rising prices of imported goods are ex-
pected to impact Russia’s general price level. Import 
prices are linked to the exchange rate of the Ruble. 
The exchange rate of the Ruble is being used as a 
measured variable representing the general price 
level in Russia. 
Finally, this paper uses the expected inflation rate as 
an evaluation tool. The expected inflation rate was 
measured taking into account rational expectation 
theory. The rise in expected prices will raise actuual 
prices in the future. The level of the actual increase 
depends upon the time horizon (whether short or 
long term) and upon the type of expectations.

Qualitative Structure  
of the Research Survey
To conduct the analysis of digital transformation, 
the technology of digital transformation, its prod-
ucts, and its services are classified as shown in Fig-
ure 1. In Figure 1, digital transformation can be clas-
sified as base technologies, cross-cutting technolo-
gies, and applied technologies. Source technologies 
include artificial intelligence (AI) and semiconduc-
tors. Applied technology refers to the use of the two 
base technologies in the real world. Six technologies 
that have produced a wide variety of application 
technologies can be categorized as the cross-cutting 
technologies of digital transformation.
The research survey2 was conducted face-to-face for 
about two months in November and December in 
2018. The survey participants were a group of experts 
at the National Research University Higher School 
Economics (HSE) in Moscow. Respondents were di-
vided into two groups, namely pivotal and non-piv-
otal. The survey was conducted through a multi-level 

2 The research survey was conducted by providing respondents with simple information according to the rational expectation theory. During the face-to-face 
survey, if there was a question, the respondent was provided with the necessary information. The questionnaire revolved around residents of the HSE guest 
house and HSE Moscow. The questionnaire consists of five sections, including digital transformation, productivity, general price level, potential economic 
growth, and the personal information of the respondents.
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model. Experts in each group responded to the four 
latent and 24 measured variables in Table 1. The col-
lected questionnaire yielded 44 responses. Eight out 
of 44 surveys were considered pivotal, the other 36 
surveys belong to the non-pivotal group. Each indi-
vidual expert (1st stage) is nested once in the pivotal 
or non-pivotal group (2nd stage)3.
The pivotal group included experts who are able to 
recommend policies to decision makers in the orga-
nization or make policy decisions by themselves. The 
positions held by those in the pivotal group include 
directors, deputy directors, members of the editorial 
committee of the journal, the heads of departments, 
and the deputy heads. Whether they were in a deci-
sion-making unit can be easily verified by the face-to-
face surveys. Let us call the pivotal group type1, and 
the non-pivotal expert group type2. 
A unilateral non-parametric Kruskal-Wallis test was 
conducted to see whether there are any differences 
between type1 and type2. Although whether one 
was pivotal was extracted from the survey accord-
ing to the hierarchy of positions at the organization, 
this paper tries to confirm whether this distinc-
tion is economically and statistically meaningful. 
The Kruskal-Wallis test was conducted because, as 
shown in Figure 2, all four latent variables failed 
to meet the normality. This test was conducted on 
four latent variables. Those were digital transforma-
tion, productivity, general price level, and economic 
growth, respectively.
In the test, the null and alternative hypotheses are 
as follows:
Hn: The distribution of latent variables is the same 
regardless of the group.

Ha: At least in one group the distribution of values 
of the latent variable were distinguished from one 
another.
A dispersion analysis of the values yielded by the sur-
vey responses (independent of the group) was com-
pleted where in each of the four latent variables, the 
normality or equal-variance were considered. In Ta-
ble 2 there is a statistically significant difference in the 
productivity variables. The general price level dem-
onstrates a marginally significant difference. These 
variables rejected the null hypothesis and support the 
alternative. In addition, there is a difference, although 
only marginally significant, in the digital transforma-
tion variable. Economic growth has been shown to 
be consistent by supporting the null hypothesis. This 
analysis means that although the entire sample came 
from the Higher School of Economics (HSE) in Mos-
cow, there were differences within the group4. 

Analytical Model Building
The multi-level response model has two levels. In-
dividual experts were included in either the pivotal 
group or the non-pivotal group. The model consists 
of four latent variables: DT, PRD, PEG, and PRS. 
Here, DT is the external latent variable, while PEG, 
PRD, and PRS are the internal latent variables that 
are affected by DT. All internal variables have their 
internal error respectively. Each latent variable has 
its respective measured variables. The measured 
variables are nine DTs, three PRDs, seven PEGs, and 
five PRSs, respectively as seen in Table 1. All mea-
sured variables have measurement errors, there are a 
total of 24 measurement errors. Thus, the two-level 
model consists of four latent variables, 24 measured 

5G 
Internet of Things 

Dats (small and big) 
Quantum technologies 

Robotics/Sensorics 
3D 

Cloud computing 
Blockchain

Bio-health and medical care

Source Technology Cross-Cutting Technology Applied Technology

Applied Technologies

Artificial 
Intelligence (AI)

Semiconductors

Figure 1. Classification of Digital Transformation

Source: compiled by the author.

3 Moulin [Moulin, 1986] proposed using the key mechanism with quasi-linear utility function to analyze decisions about public goods.
4 After the pivotal group was also divided into two groups, the unilateral Kruskal-Wallis test was conducted for the three groups in the saturated model.

Choy B.G., pp. 29–47
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variables, three internal errors, and 24 measurement 
errors5. 

K Factor Model
There are several approaches to measuring latent 
variables [Anderson, Rubin, 1956; Lawley, Maxwell, 
1962; Bartholomew et al., 2011]. Joreskog made the 
Anderson and Rubin approach a statistical applica-
tion called LISREL8.8 [Joreskog, 1990]. In addition, 
there are the R2WinBUGS and MCMCglmm instru-
ments for the R program.
Among the several methods for calculating latent 
variables, this paper constructed a factor analysis 
model (5)6. In this way, it is constructed as follows: 
Y = ΖΧ + ξ, where Χ~Ν(0, I), ξ~N(0, φ), φ =  
= diag(φ1, φ2,  , , , φK).                                                       (5)
  

Y =            ,
y1 
y2

yn

Z =                        ,
ρ11            ρ1k

ρn1            ρnk

X =            , 
х1 
х2

хk

ξ =             .
ξ1 
ξ2

ξn

In the multiple regression analysis equation (5), the 
measured variable becomes a dependent variable, 
and the latent variable is an independent variable. 

Here the regression coefficient is called factor load-
ing. Factor loading has been used as latent variable 
value. In this paper, a significant latent variable has 
factor loading at the level 0.3. To derive theses val-
ues, we assumed that the residuals were not corre-
lated, and X and ξ were independent of one another. 
Every Xi was assumed to be independent.

Mixed-Effect Model
As shown in equation (6), I had to confirm whether 
the intercept of logDT varies between the type1 and 
type2 groups. The estimated intercept (1.129) of the 
equation was substantial at a at a 95% significance 
level as seen in Table 3. The random effect was 1.114, 
which was also significant at the 95% confidence 
level (I-95%CI, U-95%CI) = (0.0002, 3.168).
Furthermore, this is also supported by the fact that ICC 
(Intraclass correlation coefficient) =0.1205 is not zero 
in formula (7). Because ϑ2 ≠ 0, it is ICC ≠0. This means 
that there is variability between type1 and type2, so the 
random effect should be taken into account. Therefore, 
we intend to use the generalized linear mixed model 
(GLMM) to estimate the fixed and random effects of 
digital transformation in this model7.
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Figure 2. QQ Normality Test

Source: compiled by the author.

5 There are many discussions about the size of the samples, including [Westland, 2010]. Experience shows that the ratio of analyzed situations to free 
parameters of 10:1 is considered sufficient. In this study, there are three parameters and 46 samples. Thus, this paper satisfies the 10:1 condition.

6 After estimating the structural equation using the AMOS statistical package, the latent variables were calculated as the average of the estimated coefficients, 
but the factor analysis provided better results.

7 The use of the Markov Monte Carlo Chain (MCMC) is intended to minimize the deviation bias between discrete values given that observations are discrete. 
Moreover, this method is more effective for taking insufficient variables into account.
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Таble 3. Location Effect: logDT~1

DTij = μ + TYPEj + uij,  
TYPEj ~iid N(0, ϑ2), uij  ~iid N (0, 2),                            (6) 
where μ mean.  

ICC calculates as follows: 

                                                                  (7)(ϑ2+  2)
ϑ2

ICC = 

The Bayesian Approach to the Linear Multi-Level 
Response Mixed Model
In the linear mixed structure with the multi-level 
response, the residuals calculated for the various 
groups during stage 2, were independent of each 
other. Also, it is assumed that during the first and 
second stages, the distribution of error is normal.
Here is an example of the latent digital transforma-
tion variable (DT), which we are trying to estimate, 
an average value (μ) and variance (σ2), about which 
we know nothing. In the Bayesian approach, the 
posterior probability density function is propor-
tional to the likelihood function multiplied by the  
priori probability density function according to the 
rules of the Bayesian approach as follows.

P (μ,σ2 | DT )   P (DT | μ,σ2) P (μ,σ2).                                  (8)

In this study, the a priori probability density func-
tion was derived using both the non informative 
priori probability distribution8 and the inverse Wis-
hart priori probability distribution. In the Wishart  
priori probability density function, the expected 
mean and variance were adjusted by looking at the 
convergence of each variable in the case of fixed and 
random effects. The initial values were a variance 
σ2 of 1 and expected value μ = 0.002 in the Markov 
Monte Carlo model. Gibbs sampling was run from 
about 1,000,000 to 2,000,000 times and half was 
discarded to eliminate auto-correlations and depen-
dencies from the initial value. At that time, the ef-
fective sample of about 100,000 was selected and the 
parameter value was estimated as the average value 
of the effective samples.

The Estimated Generalized Linear Mixed 
Model and Results
Generalized linear mixed models were specified at 
each stage to analyze the effects of the digital trans-
formation (DT) upon productivity (PRD), general 
price level (PRS), and economic growth (PEG). In 
addition, a Bayesian approach was estimated by 
introducing the non informative priori probability 
distribution and inverse Wishart priori probability 
function in each equation for applying the MCMC 
(Markov Chain Monte Carlo). 

The Effect of Digital Transformation upon  
Productivity
We analyzed the effects of digital transformation 
upon productivity. 

PRDij = αOj+ α1jDTij+ ij ,   ij~ iid N (0, σ2),                    (9)

αOj = α0 + W0j ,   W0j~iid N (0, ϑ0
2),                                 (10)

αOj = α1 + W1j ,   W1j~iid N (0, ϑ1
2),                                 (11)

PRDij = αO + α1DTij + W0j + W1j DTij + ij,   
ij ~ iid N (0, σ2)                                                              (12)

We put equations (10) and (11) into equation (9), 
and yielded equation (12). In equation (12), j means 
type1 and type2, respectively. Moreover, i refers to 
individual experts in each type. 

The first half of equation (12) αO+ α1DTij represents 
the fixed effect. The second half, W0j + W1j DTij rep-
resents the random effect. This section shows the 
size of the volatility of the intercept and the slope 
fluctuating around the α0, α1 depending on type1 or 
type2. Residual ij refers to the total amount of vari-
ance that cannot be explained by DT. Also ij repre-
sents total variability within the type. W0j represents 
the variability of the intercept due to differences be-
tween types, and W1j  represents the variability of the 
slope due to differences between types.
There are three probability variables ij, W0j, W1j in 
equation (12). Thus, there were two parameters and 
three probability variables to be estimated from the 
above model. That was αO, α1, W0j , W1j , ij.

Post.
mean

I-95% 
CI   

u-95% 
CI

pMCMC

Intercept 1.129 0.216      2.066 0.038*
Significance codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Source: compiled by the author.

Intercept
Statistics

Таble 2. Unilateral Kruskal –Wallis Test

χ2 Degree of 
freedom P-value

Productivity 
(Logarithmic value) 4.9101 1 0.0415*

General price level 3.612 1 0.057(.)
Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Source: compiled by the author.

Variables
Statistics

8 In general, non informative priori probability distribution means a flat distribution function, but in this study the expected average value and variance are 
equal to zero.
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Таble 4. The Effect of Digital Transformation upon Productivity

Estimated parameter 
(probability variable) Estimated valueI Credit Set (l-95%, U-95%) P-value

Fixed effect
1.9334 –0.67307, 4.66381 0.0738
0.0882 –0.24370, 0.41349 0.5886

Random effect
292.2 0.01188, 19.11

0.0603 0.01605, 0.119

Variance of residual ij 0.1043 0.04851, 0.1705

DIC 39.49293

I Where estimates refer to the average value and variance of precise estimates of the effective sample from the marginal probability density function.
Significance codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
DIC — Deviance information criterion [Hadfield, 2010]. DIC = 2D – D( ), где  ,  is a set of parameters used in the model.. 
Source: compiled by the author.

Effect
Statistics

These estimated values are summarized in Table  4. 
To estimate the expression (12), Gibbs sampling 
was repeated 2,000,000 times under the condition 
of the inverse Wishart probability density function. 
The results of Table 4 are estimated from the mar-
ginal posterior probability density function, which 
obtained 100,000 effective samples out of 1,000,000 
left behind.
First, there was a positive relationship between 
digital transformation and productivity at a level 
of 0.0882 (fixed effect), but it was not significant. 
The random effect was significant and estimated at 
0.0603. The total fixed effect was 2.0216. Therefore, 
the total effect of digital transformation upon pro-
ductivity was positive and cyclical, but its statistical 
significance was weak. 
Second, at the initial level of DT, the total random ef-
fect W0j + W1j = 292.2603. This value refers to the effect 
of DT upon PRD due to differences between groups.
Finally, the estimate of variance within the group 
was 0.1043. There was variability of each type was 
estimated at 292.2 for the intercept and 0.0603 for 
the slope. The dispersion in the difference between 
type1 and type2 should be considered significant 
because the dispersion figure between the groups 
was higher than that within groups.

The Effect of Digital Transformation  
upon the General Price Level
To analyze the effect of digital transformation upon 
the general price level, we created an equation sys-
tem consisting of (13), (14), (15), (16), and (17). This 
equation system yielded random effects for all inter-
cepts and slopes of DT and PRD by type1 and type2.

PRSij = βOj + β1jDTij + β2jPRDij + εij , εij ~ iid N(0, ρ2),  (13)

βOj  = β0 + U0j ,   U0j  ~ iid N(0, τ0
2 ) ,                              (14)

β1j = β1 + U1j,  U1j ~ iid N(0, τ1
2 ),                                  (15)

β2j = β2 + U2j,   U2j ~ iid N(0, τ2
2 ),                                 (16)

PRSij = βO + β1DTij  + β2 PRDij + U0j + U1jDTij +  
+ U2j PRDij + εij,  εij ~ iid N(0, ρ2).                                  (17)

Equations (14), (15), and (16) were put into equa-
tion (13), and then one obtains equation (17).

The first half in the equation (17) βOj + β1jDTij + β2 
PRDij describes the fixed effect and the second half  
U0j + U1jDTij + U2j PRDij represents the random effect. 
Residual εij refers to the amount of variance that 
cannot be explained by DT and PRD. There are four 
probability variables εij , U0j , U1j, U2j in equation (17). 
Thus, there are three parameters and four probabil-
ity variables to be estimated from the above model 
that were summarized in Table 5. 
Equation (17) was estimated using the non infor-
mative priori probability density function and the 
inverse Wishart priori probability density func-
tion, respectively. When comparing the two models, 
the DIC value of the inverse Wishart priori model 
(-57.35371) is smaller than the non informative pri-
ori model (-18.47206). Therefore, the inverse Wis-
hart priori model is superior to the non-informative 
priori model. Moreover, it is not possible to use 
the non-informative priori distribution because all 
the variables are unstable and not converging with 
the random effect as illustrated in Figure 3. On the 
other hand, each variable of the random effect de-
rived under the inverse Wishart distribution is con-
verging in Figure 4.9 Therefore, the effect of digital 
transformation upon the general price level is to be 
analyzed with estimates obtained on the basis of the 
inverse Wishart probability distribution.
First, the effect of digital transformation upon the 
general price level in fixed effects was β1=0.1609 at 

9 All variables, regardless of the form of all priori information functions, were converged in the fixed effect.
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Figure 3. Marginal Posterior Probability Distribution Function  
with the Use of the Non-Informative Priori Probability Distribution Function in Equation (17)  
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Figure 4. Marginal Posterior Probability Distribution Function  
under Inverse Wishart Priori Probability Distribution Function in Equation (17) 
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marginally statistical significance. Digital transfor-
mation significantly raised prices rather than low-
ered them. This means that digital transformation 
did not lead to productivity gains and a fall in prices, 
but increased costs. A similar effect has also been 
shown to raise prices in random effects that signifi-
cantly reflect (U1j=0.0133). Thus, digital transfor-
mation significantly increases prices for both fixed 
and random effects.
Second, the effect of productivity on prices is dif-
ferent for fixed effects and random effects. Fixed ef-
fects prompt an insignificant drop in prices, while 
random effects drive prices up (at a confidence level 
of 95%). The effect of productivity upon the price 
level was not clear.
Finally, the estimate of variance within the types is 
significant at 0.0166 at a confidence level of 95%.
This is less than the dispersion between type1 and 
type2. This means that although the variation of 
general price level comes from within the group, 
one should also consider the variability resulting 
from the differences between type1 and type2. All 
the above estimated values are formed within a con-
fidence level of 95%.

The Effect of Digital Transformation upon  
Economic Growth
Let us analyze the effect of digital transformation 
upon economic growth. To reflect the difference be-
tween type1 and type2, an equation reflecting ran-
dom effects upon the intercept and the slope of DT 
and PRD was created as follows.

PEGij = γOj + γ1jDTij + γ2j PRDij + υij , υij ~ iid N (0, ϕ2), (18)
γOj  = γ0 + V0j ,  V0j  ~ iid N (0, ϕ0

2 ),                                 (19)
γ1j  = γ1 + V1j ,   V1j  ~ iid N (0, ϕ1

2 ),                                (20)
γ2j  = γ2 + V2j ,  V2j  ~ iid N (0, ϕ2

2 ),                                 (21)

Let us put equations (19), (20), and (21) into equa-
tion (18), and then we can obtain equation (22). 

PEGij =γO + γ1DTij  + γ2PRDij + V0j + V1j DTij  +  
+ V2j PRDij  + υij ,   υij ~ iid N (0, ϕ2).                             (22)

The first half of the equation (22) γO + γ1DTij  + γ2PRDij 
represents the fixed effect, and the second half V0j + 
V1j DTij  + V2j PRDij describes the random effect. Resid-
ual υij refers to the total amount of variance that can-
not be explained by DT and PRD. There were four 
probability variables υij ,V0j ,V1j and V2j in the equation 
(22). Thus, there were three parameters and four 
probability variables to be estimated from equation 
(22). The results were summarized in Table 6. 
Equation (22) was estimated using the non-informa-
tive priori probability density function and inverse 
Wishart priori probability density function. When 
comparing the two models, the DIC value of the 
inverse Wishart priori model (-94.69512) is smaller 
than the non-informative model (-23.1925) in Ta-
ble 7. Therefore, the inverse Wishart model is supe-
rior to the non-informative priori model. Moreover, 
it is not possible to use the non-informative priori 
distribution  each variable is unstable and does not 
converge with the random effect in Figure 5.10 On 
the other hand, each variable of the random effect 
derived under the inverse Wishart priori distribu-
tion converges in Figure 6. Therefore, the effect 

Таble 5. Effect of DT upon General Price Level

Item Non-Informative Priori Distribution Inverse Non-Informative Priori Distribution
Estimate 

parameter
(probability 

variable)
Average Credit set  

(l-95%, U-95%) P-value Average Credit set  
(l-95%, U-95%) P-value

Fixed effect

βO 2.3659 1.841143,  
2.903513 0.00162 ** 2.3312 1.732990,  

3.108864 0.0085 **

β1 0.1652 0.001229,      
0.321681 0.0421 * 0.1609 -0.005971,  

0.326778 0.0571

β2 -0.0232 -0.196255,  
0.150911 0.7878 -0.0438 -0.216958,  

0.136778 0.6184

Random effect

U0j 2.3750 1.784e-17, 
0.009582 2018 1.149e-05,  

0.5329

U1j 0.0011 7.634e-17, 
0.007833 0.0133 0.000652,  

0.03041

U2j 0.0012 8.439e-17, 
0.007718 0.0159 0.0009982,  

0.03512

Variance of residual εij 0.0385 0.0184, 0.06123 0.0166 0.0002196,  
0.03767

DIC -18.47206 -57.35371
Significance codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
DIC — Deviance information criterion 
Source: compiled by the author.

Effect

Statistics

10 All variables, regardless of the form of all prior information functions, converge with the fixed effect.

Choy B.G., pp. 29–47
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of digital transformation upon economic growth 
should be analyzed with estimates obtained on the 
basis of the inverse Wishart non-informative prob-
ability distribution.
First, digital transformation has a positive effect 
upon economic growth with fixed effects (γ1 = 
0.1379) at a marginally significant level. For ran-
dom effects, there was a positive relationship (V1j = 
0.0176) at a 95% confidence level. Digital transfor-
mation demonstrates positive effects upon econom-
ic growth both in terms of fixed and random effects. 
This means that digital transformation can play a 
powerful role in driving economic growth in Russia.
Second, it can also be inferred that productivity 
has a marginally significant impact upon economic 
growth both in terms of the fixed effect (γ2 = 0.1654) 
and random effect (V1j = 0.0150) with a 95% confi-
dence level. It can be thought that digital transforma-
tion has a positive effect upon economic growth via 
two channels. One manifests itself directly through 
technological advances and the other does so indi-
rectly through productivity improvements.
Third, the estimate of the variance within the group 
is 0.0071 and the variation between groups is 699.4 
for the intercept at a 95% confidence level. This 
means that the differences between the groups also 
have a significant effect.

Analysis of the Random Interaction Effect 
and Digital Transformation
The random interaction effect of digital transfor-
mation upon the general price level and economic 
growth is analyzed using a variance function. In or-
der to analyze type1 and type2 by DT or PRD inter-

action, we use variance function as illustrated below 
in (23), (24) 

VDT =                         =                                                      (23) 
V1,1    V1,2

V2,1    V2,2  

σ2
type1  

σtype2, type1  

σtype1, type2

σ2
type2  

VPRD =                        =                                                     (24) 
V1,1    V1,2

V2,1    V2,2  

σ2
type1  

σtype2, type1  

σtype1, type2

σ2
type2  

We assume that the different types in DT or PRD 
are independent, so variance function (23-1), (24-
1), V1,2 = V2,1 = is equal to zero, we could see no re-
lationship between type1 and type2. On the basis of 
this, an attempt was made to evaluate the dispersion 
caused by the interactions of DT and PRD within 
type1 and type2, respectively [Hadfield, 2019]. 

VDT =                         =                                                (23-1) 
V1,1    V1,2

V2,1    V2,2  

σ2
type1  

0

0

σ2
type2  

VPRD =                        =                                                (24-1) 
V1,1    V1,2

V2,1    V2,2  

σ2
type1  

0

0

σ2
type2  

If the variance function is introduced in the random 
effect, the priori probability distribution should be 
set up differently than it has been in the analysis so 
far. This is because the variance function is obtained 
using a matrix, not by a scalar value. If the matrix 
in Equation (23-1) and (24-1) is reflected in the in-
verse Wishart priori probability distribution, then 
the posterior probability density function will be 
changed as the likelihood function is changed.

The Random Interaction Effect of Digital  
Transformation upon the General Price Level
The interaction effect of digital transformation in 
fact is the effect of a whole range of factors, so we 

Таble 6. The Effect of DT upon Economic Growth

Item Non-Informative Priori Distribution Inverse Wishart  Priori Distribution
Estimated 
parameter

Estimated 
value

Confidence level  
(l-95%, U-95%) P- value Estimated 

value
Confidence level  
(l-95%, U-95%) P- value

Fixed effect
γO 2.7668 2.298004,  3.255209 0.001*** 2.6861 1.352031,  4.119781 0.0249*
γ1 0.1388 –0.012589,  0.290072 0.0742(.) 0.1379 0.014989,  0.291980 0.0766(.)
γ2 0.1428 –0.007986,  0.309799 0.0780(.) 0.1654 0.004368,  0.324948 0.0434*

Random effect

V0j 0.1201 2.295e-17,
0.006076 699.4 0.0009326,  5.569

V1j 0.0022 1.206e-16,
0.01666 0.0176 0.003383,  0.03356

V2j 0.0009 9.235e-17,
0.006303 0.0150 0.002911,  0.02884

Variance of 
residual υij 0.0322 0.01144,

0.05125 0.0071 0.000173,  0.02024

DIC –23.1925 –94.69512
Significance codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
DIC — Deviance information criterion 
Source: compiled by the author.

Effects
Statistics

Choy B.G., pp. 29–47
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Figure 6. Marginal Posterior Probability Distribution Function Using the Inverse Wishart Priori 
Probability Distribution Function in Equation (22)
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looked at the impact of logDT and logPRD in re-
lation to general price level in the type1 and type2 
groups. The variance function (23) describes the 
effect of the respective logDT (in type1 and type2) 
in the random effect. Another function (24) also 
describes the impact of the corresponding logPRD 
(also for type1 and type2) in the random effect. The 
results are summarized in Table 7. 
In Table 7, DIC = -113.17 is so low that it is clear 
that it confirms the high degree of conformity of the 
model. In fact, in Figure 7, time traces represent-
ing MCMC (Markov Chain Monte Carlo) of each 
variable are well scattered up and down. The mar-
ginal posterior probability density function, which 
is drawn with effective samples is symmetrically 
shaped well 
In relation to the fixed effect (0.2094), it was shown 
that digital transformation leads to a substantial rise 
in prices. Productivity growth (-0.0552) lowers pric-
es but is not significant. This is a similar result to the 
previous analysis without considering the random 
interaction effect. Thus, one may postulate that digi-
tal transformation will lead to a rise in prices wheth-
er or not the random interaction effect is considered.
The variability (0.0070) of logDT in the type1 and 
type2 groups has been shown to significantly in-
crease the price level. Productivity fluctuation 
(0.0064) has also been shown to significantly in-
crease prices. There is little difference between the 
two values, but the variability caused by the interac-
tion of logDT is greater than the variability caused 
by the interaction of logPRD.
Therefore, this suggests that in Russia, although in 
the early stages, digital transformation is linked to 
growing costs and prices rather than to investment 
and productivity improvements. All estimates ex-
cept productivity have a 95 % confidence level. 
Figure 7 shows the MCMC of the intercept, log-
DT, and logPRD respectively. The left-hand figure 
shows the 1,000,000 time traces of the parameters. 
The first 500,000 times are excluded to remove the 
influences of the initial value of the inverse Wishart 

probability distribution. The right-hand side shows 
the marginal posterior probability function of the 
estimated parameters from the effective samples. 
Estimates of each variable were derived from the 
stationary state of the picture on the right. The in-
tercept fluctuates around about 2.3 and the scatter 
is not large, indicating that the estimated model is 
stable. The marginal posterior probability function 
of logDT and logPRD is also symmetrical to the left 
and right, so it can be seen to show an almost nor-
mal distribution. The logDT and logPRD also fluc-
tuate around 0.2 or -0.05. It is symmetrical to the 
left and right, showing a similar approach to normal 
distribution. 
In the graph, the random interaction effects of log-
DT and logPRD are also reliably converging. LogDT 
is centered around 0.0070 and logPRD shows a nor-
mal distribution of symmetry from left to right at 
0.0064. The variance demonstrates some instability.

The Random Interaction Effect of Digital Transfor-
mation upon Economic Growth
The variance structure (23), (24) was substituted for 
the random effect equation (22) to see the random 
effect’s interaction with economic growth. 
In Table 8, the DIC is -31.07074 very low. Therefore, 
we can see that the model has a high level of confor-
mity. In Figure 8, we can also see that all variables 
with fixed effects are converging. However, the mar-
ginal posterior probability function of both logDT 
and logPRD’s random interaction effects skews to 
the left. This is due to the influences of the initial ex-
pected value. As we increase the number of repeti-
tions, it is expected that we will approach a normal 
distribution. 
The effect of logDT and logPRD upon economic 
growth for fixed effects is 0.1528 and 0.1355, respec-
tively, with a marginally significant positive effect. 
The variability of logDT in the random interaction 
effect is 0.0015, which is greater than the variability 
(0.0010) of logPRD. Both values were significant at 
the 95% confidence level. In the equation, the vari-

Таble 7. The Interaction Effect of DT upon General Price Level 

Estimated parameter Post-mean Credit Set  
(l-95%, U-95%) P-value

Fixed effect
O 2.3022 1.63339, 2.97441 <1e-05***
1 0.2094 0.01253, 0.41527 0.0431*
2 –0.0552 –0.25718, 0.14320 0.5760

Random interaction effect
TY:TY.logDT 0.0070 0.003159, 0.01154

TY:TY.logPRD 0.0064 0.002962, 0.01076
Variance of residual Variance 0.0041 0.0001579, 0.0123
Fitting degree of model DIC -113.17
Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
DIC — Deviance information criterion 
Source: compiled by the author.

Statistics
Effect

Choy B.G., pp. 29–47



Innovation

44  FORESIGHT AND STI GOVERNANCE      Vol. 14   No  1      2020

ance estimate of residuals is 0.0207 and the function 
is steadily converging while the distribution of the 
marginal posterior probability is almost normal.

Conclusions
On the basis of the Bayesian approach to the anal-
ysis of a cross-section of latent variables (data for 
2018) and the rational expectation theory, this paper 
draws the following conclusions.

First, the fixed effect of digital transformation upon 
productivity was not significant. However, in terms 
of the random effect, digital transformation had a 
significant positive impact. It is not easy to say that 
digital transformation has a positive effect upon 
productivity with a significant random effect but no 
fixed effect.
Second, both in terms of fixed and random effects, 
digital transformation has raised prices regardless 
of the form of the a priori probability distribution 

Figure 7. Marginal Posterior Distribution of the Random Interaction Effect on logPRS
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function. Digital transformation raises prices be-
cause its impact upon productivity remains unclear. 
Third, when evaluating the effect of random interac-
tion (with account of the variance function) fluctua-
tions in the evaluation of this impact within groups 
was statistically meaningful, but generally digital 
transformation facilitates the increase of prices, 
These three results suggest that Russia needs to im-
plement an innovation policy when pursuing digital 

transformation to stabilize prices through produc-
tivity improvement in the future.
Fourth, because the evaluations made by the pivotal 
and non-pivotal groups affected the variances of the 
general price level and economic growth, the differ-
ences between these groups should be considered
Fifth, digital transformation and productivity have 
demonstrated a statistically and consistently signifi-
cant positive effect upon economic growth in terms 

Figure 8. Marginal Posterior Distribution of Random Interaction Effect on logPEG
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of both fixed and random effects. These results oc-
curred regardless of the type of priori distribution, 
but when the inverse Wishart priori distribution was 
used, it was more stable as variables were converg-
ing, unlike the non-informative priori distribution.
Sixth, the random effect of digital transformation 
and productivity in relation to economic growth 
turned out to be substantial during the analysis 
of both groups. The random interaction effect of 
digital transformation and economic growth was 
more significant than that of the random interac-
tion with productivity. One might conclude that the 
development of digital technologies directly impact 
economic growth. In addition, according to the re-
spondents, digital transformation is thought to have 
a positive impact upon economic growth indirectly, 

through the improvement of productivity. This is 
clear evidence that in Russia the digital transforma-
tion is recognized as a technology shock affecting 
economic growth. 

Therefore, in Russia in 2018, digital transformation has 
played a role in terms of technological progress that at-
tracts economic growth rather than economic stability.

This paper has certain limitations. During the analy-
sis with the use of the multi-level linear model and 
the Bayesian approach to variables of digital trans-
formation, productivity, general price level, and eco-
nomic growth were evaluated on the basis of mea-
sured variables, and not on actual data.  In the fu-
ture, these results must be empirically tested despite 
the difficulty of obtaining relevant real data.
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