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The paper reviews the current state of user innovation 
in the business and household sectors and considers 
the impact of the digital economy on user innovation. 

A general definition of innovation, applicable in all sectors 
of the economy, is introduced to expand the domain of user 
innovation to all economic sectors, not just the business 

sector and households. This raises questions about innovation 
policy, especially in a digital economy, and how policy affects 
innovation in households. The outcomes of this study include 
the implications for skills needed to support user innovation 
in the different economic sectors of the digital economy and 
the relevance of user innovation to policy objectives.

Abstract

Кeywords: digital economy; economic sectors; education; 
general definition of innovation; innovation; skills; training; 
user innovation.
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This paper examines user innovation and its 
place, or lack thereof, in official statistics and in 
innovation policy. Presence in official statistics 

provides an entry point for the development of inno-
vation policy that focuses on promoting innovation 
in the business sector. The discussion starts with the 
state of user innovation a decade ago and then con-
siders the impact of two significant changes: digitali-
zation and the introduction of a general definition of 
innovation. 
Digitalization goes beyond the use of computers and 
the internet to include the ways in which computer 
services are provided and the impact of artificial in-
telligence and the internet of things. A characteristic 
of the digital economy is the connectivity illustrated 
by social media and platforms for transferring know-
ledge and products. Digitalization is a radical change 
affecting both the economy and society, including 
how work takes place and which different skill sets 
are required to participate and to innovate.
The second change is in the general definition of in-
novation in the fourth edition of the Oslo Manual 
[OECD, Eurostat, 2018]. After the recognition of the 
presence of innovation in ‘any sector of the economy’ 
in the third edition [OECD, Eurostat, 2005, para. 27], 
a general definition of innovation was introduced 
in the fourth edition of the Oslo Manual [OECD, 
Eurostat, 2018, para. 1.25], which is applicable in all 
sectors. 
In order to maintain the continuity of measurement 
for innovation in the business sector, the general 
definition in the Oslo Manual was restricted to pro-
vide a definition of innovation in the business sec-
tor [OECD, Eurostat, 2018, para. 3.9] that was very 
close to the definition in the third edition of the Oslo 
Manual. The implications of this are discussed below.
After a review of user innovation a decade or longer 
ago and a discussion on user innovation in the digi-
tal economy, conclusions are drawn about where user 
innovation may be going in the future and the policy 
implications if user innovation is to be encouraged.

User Innovation before 2018
Work on user innovation has been led by Eric von 
Hippel. He examined the phenomenon in firms, pub-
lic institutions, and households, including individu-
als. His most recent definition of user innovation is 
the following [von Hippel, 2017, p. 144].

User innovation is sharply focused on the functional rela-
tionship that innovators have to have an innovation they 
develop. If the innovator develops an innovation for per-
sonal or in-house use, he, she, or it is a user innovator. If 
the innovator develops the innovation to sell, he, she, or 
it is a producer innovator [von Hippel, 1976, 1988, 2005]. 

The presence or absence of self-rewards and compensated 
transactions does not play a role in this simple defini-
tion. As a consequence, the user innovation lens can 
include both free innovators and profit-seeking individu-
als and firms as user innovators. A user innovator firm, 
for example, would be one that develops a novel process 
machine for in-house use rather than sale. The firm is in-
deed a user—but, unlike free innovators, it is also seeking 
profit from using that machine in its operations.

To simplify this, a user innovator is an innovator that 
develops a product or process for their own use. As 
von Hippel notes, a user innovator can be a firm or 
an individual. This paper adds general government 
institutions and those of the non-profit institutions 
serving households (NPISH).

User Innovation by Businesses 
Business process innovation. The von Hippel defini-
tion fits well for firms where it aligns with the defini-
tion of innovation for the business sector in the third 
and fourth editions of the Oslo Manual. The business 
sector innovation definition [OECD, Eurostat, 2018, 
para. 3.9] follows.

A business innovation is a new or improved product or 
business process (or combination thereof) that differs sig-
nificantly from the firm’s previous products or business 
processes and that has been introduced on the market or 
brought into use by the firm.

As with all definitions of innovation in the Oslo 
Manuals, there are two requirements which have to 
be met for there to be an innovation. The product 
or business process has to be ‘new or improved’ and 
it has to be introduced on the market (product) or 
brought into use by the firm (business process). From 
a survey perspective, the respondent reports that 
the product is ‘new or improved’ and this requires 
judgement, but the second requirement is to report 
on what the firm did. Was the product introduced on 
the market (yes or no?) or was the business process 
brought into use by the firm (yes or no)?
Gault [Gault, 2016a] discusses process innovation at 
firms, which includes user innovation and notes that 
information on process innovation is collected in of-
ficial surveys and reported in official statistics. The 
only problem in the reported statistics is that ‘process 
innovation’, where appropriate1, is not labeled ‘user 
innovation’ which makes user innovation invisible to 
policy makers.
Product innovation. Moving to product innovation, 
firms are not user innovators of products. They do 
not use products, they introduce them on the market 
in the hope that they will be purchased at economi-
cally beneficial prices [European Commission et al., 
2009, para. 4.18]. To be an innovation, the product 
has to be introduced on the market, but it does not 

Gault F., pp. 6–12

1 Process innovation can include the purchase and use of technologies or services which are new to the firm. This is not an example of user innovation 
[OECD, Eurostat, 2018, section 3.3.2].
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have to sell. The ‘introduced on the market’ condition 
is discussed further.
User Innovation by Households or Individuals
Households, including individuals, may acquire 
products and change them for their own use, or, in 
the absence of the desired product, they may develop 
it for their own use. Both are cases of user innova-
tion if they meet the two conditions of the innova-
tion definition ‘new or significantly improved’ and 
‘introduced on the market’. However, they are not in-
troduced on the market as the product developed or 
modified by the household or individual is not neces-
sarily for sale but for one’s own use.
This question was raised in a user innovation project 
in Finland in 2011 [de Jong et al., 2015] and a modi-
fication to the definition was proposed [Gault, 2012]. 
The third edition of the Oslo Manual was in use at 
this time and the definition of business innovation 
appeared in two paragraphs, 146 and 150 [OECD, 
Eurostat, 2005]. They are the following.

146. An innovation is the implementation of a new or 
significantly improved product (good or service), or pro-
cess, a new marketing method, or a new organisational 
method in business practices, workplace organisation or 
external relations.
150. A common feature of an innovation is that it must 
have been implemented. A new or improved product is 
implemented when it is ‘introduced on the market’. New 
processes, marketing methods or organisational methods 
are implemented when they are brought into actual use 
in the firm’s operations.

The proposed change was to replace ‘introduced on 
the market’ with ‘made available to potential us-
ers’ [Gault, 2012]. This preserved the requirement 
that, to be a product innovation, the product had to 
be ‘new or significantly improved’ and it had to be 
‘made available’ by some means. In the case of a busi-
ness product innovation, one such means of making 
it available is to introduce the product to the market. 
This is not the only way of making it available, but this 
is discussed below.
The modification to the definition of innovation 
proposed in [Gault, 2012] had application in pub-
lic sector innovation and this gave rise to proposals 
for definitions of innovation that could be applied in 
the government sector [European Commission et al., 
2009, para. 4.24] and later, in any economic sector 
[Gault, 2015; Gault, 2016b; Gault, 2018].

The Digital Economy and User Innovation
Evolution
The digital economy has grown out of the availabil-
ity of computing capacity for people and institutions. 
The personal computer (PC) appeared in the 1980s 
and grew in use as the internet was introduced and 
became a means of communication and data transfer, 
which further increased with the arrival of the world 
wide web (WWW). Mobile phones became the pre-

ferred means of communication, compared with land 
lines, especially in developing countries.
Statistical offices gathered data from firms on wheth-
er they used computers, had access to the internet 
or used the world wide web. As internet use became 
more common, the next set of questions asked about 
websites for promoting the business and then for 
engaging in electronic commerce. The OECD es-
tablished a working party on indicators for the in-
formation society (WPIIS) in 1997 which produced 
definitions of the information and communication 
technology (ICT) sector and electronic commerce. 
This allowed statistical offices to provide information 
on the use of computers and networks and the mag-
nitude of transactions on the web. It also supported 
policy to provide internet access everywhere by vari-
ous means and then broadband access so that busi-
nesses could function anywhere. This period also saw 
questions about the digital divide (those with and 
without a computer and network access) and about 
the knowledge divide [Chataway et al., 2003] (there 
is a computer and network access, but the knowledge 
needed to make use of the technology is not present).
In the 21st century, connections between agents and 
objects became more relevant and extended to the in-
ternet of things, cloud computing and storage, and ar-
tificial intelligence (AI). AI has become a tool rather 
than a curiosity and is raising ethical questions about 
the use of personal data and what happens when ma-
chines write their own algorithms and create other 
machines. To address some of these questions, the 
OECD convened a Ministerial meeting in Cancun 
in 2016 on the digital economy which resulted in 
the Cancun Declaration [OECD, 2016]. While the 
Cancun declaration refers more than once to innova-
tion, there is no explicit mention of user innovation. 
However, it is implicit in item 7 of the declaration:

Take advantage of the opportunities arising from on-
line platforms that enable innovative forms of produc-
tion, consumption, collaboration and sharing through 
interactions among and between individuals and or-
ganisations, while assessing their social and economic 
benefits and challenges as well as the appropriateness of 
related policy and regulatory frameworks.

The declaration also makes the point that people have 
to have the skills needed to participate in the digital 
economy and society, which has implications for edu-
cation and training. Nowhere is innovation limited to 
the business sector.

Innovation
A characteristic of the digital economy is that every-
thing in it is digital, or soon will be, and can be manip-
ulated by software or machines managed by software. 
This includes goods that carry a means of identifica-
tion, such as a bar code and which can be moved and 
delivered by machines such as driverless vehicles and 
drones. As with the pre-digital economy, innovation, 
and user innovation can happen anywhere, but the 
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issue remains that outside of the business sector, in-
novation statistics are not present in official statistics. 
Following [Gault, 2012] and research on public sector 
innovation2 [Gault, 2018], the idea of a general defi-
nition of innovation was explored and presented in 
various international meetings including the OECD 
Blue Sky Forum [Gault, 2016b]. The fourth edition 
of the Oslo Manual provides the following general 
definition of innovation [OECD, Eurostat, 2018,  
para. 1.25].

An innovation is a new or improved product or pro-
cess (or combination thereof) that differs significantly 
from the unit’s previous products or processes and that 
has been made available to potential users (product) or 
brought into use by the unit (process).

Before returning to user innovation in the digital 
economy, the general definition is compared with the 
definition for business innovation cited in the previ-
ous section. It is a restricted version of the general 
definition as expected for a sector specific definition. 
The first restriction is the inserting of the word ‘busi-
ness’ before the word ‘innovation’ which makes clear 
which sector is being discussed. The second restric-
tion is to replace ‘made available to potential users’ 
by ‘introduced on the market’. The remaining changes 
are minor. Unit is replaced by ‘firm’ and the explana-
tory words in parentheses, (product) and (process) 
are removed as the definition of innovation in the 
business sector is well understood by the community 
that uses it.
The advantage of replacing ‘made available to po-
tential users’ by ‘introduced on the market’ is that it 
makes the definition practically the same as the one 
used in the third edition of the Oslo Manual. This 
means that no fundamental change is required in sur-
veys on innovation and there is no break in the series. 
This is important for survey statisticians and users of 
the data. However, this restriction excludes a class of 
products that, in the digital economy, are significant 
and of growing importance.
Consider the consequences of leaving ‘made available 
to potential users’ in place for the definition of in-
novation in the business sector. The first is that the 
market is just one way of making a product available 
to potential users, but it preserves the approach to 
statistical measurement that has gone on for decades. 
The second is that product innovations that are made 
available, but not at economically significant prices, 
could enter the class of official statistics on inno-
vation in the business sector. This is an important 
change with implications for user innovation and for 
innovation in the digital economy.
In [Gault, 2012] there was reference to products 
that were free as examples of the free exchange of 
knowledge [von Hippel, 2005, p. 110]. Reference to 

free products also occurred in [Gault, 2018]. In 2012 
Linux products were examples, but now there are ma-
ny free products that influence the lives of consumers 
and can be product innovations3. They can also be 
the starting point for innovation by users. Examples 
are free internet addresses, access to cloud computing 
and storage, social media such as Facebook, YouTube, 
Instagram, and a growing number of free apps. These 
are products that, from time to time, are improved 
and provided to potential users at no cost. They have 
significant social and economic impact, they are part 
of the digital economy, but they are not present in of-
ficial statistics. The observation that these products 
are unmeasured contributions to consumer welfare 
appears in the literature [Brynjolfsson et al., 2018; 
Diewert et al., 2017; OECD, 2018a, p. 7] but the ad-
ditional point made here is that while these products 
may or may not be product innovation, they are a 
starting point for user innovation which has not been 
explored.
Innovation in other economic sectors is not part of 
official statistics although there have been surveys 
of household innovation documented by von Hippel 
[von Hippel, 1988, 2005, 2017] and of the public sec-
tor (general government sector plus government 
institutions) [Arundel, Huber, 2013; Arundel et al., 
2016; Bloch, 2010a, 2010b, 2013; Bloch, Bugge, 2013].

User Innovation
Now that there is a general definition of innovation 
that is an international standard for statistical mea-
surement, it is possible to look more broadly at user 
innovation in all sectors of the economy and then to 
examine the influence and impact of the digital econ-
omy upon user innovation.
The general definition of innovation provided within 
the previous subsection is immediately applicable to 
the households sector (including individuals), the 
general government sector, and the non-profit insti-
tutions serving households (NPISH) sector while its 
application to the business sector has been discussed. 
Before the consideration of user innovation, some 
clarification on the use of language is needed.
The term ‘unit’ in the definition refers to an ‘institu-
tional unit’ as defined in Chapter 4 of the SNA Manual 
2008 [European Commission et al., 2009]. ‘Product’ 
is a good or a service [European Commission et al., 
2009, para. 2.36]. In this, and other papers [Gault, 
2018], the author refers to the ‘business sector’. This 
term reflects the usage in all versions of the Oslo 
Manual [OECD, 1992; OECD, Eurostat, 1997, 2005, 
2018] and in the Frascati Manual [OECD, 2015] which 
deals with research and development. The ‘business 
sector’ is a combination of non-financial corpora-
tions and financial corporations. The public sector 

2 References to public sector innovation are found in [Gault, 2015, 2018].
3 As with any innovation, product innovation may not be used or purchased by potential users and, if they are, they may have good or bad outcomes.

Gault F., pp. 6–12
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is a combination of the general government sector 
and public institutions [European Commission et al., 
2009, ch. 22]. Examples of NPISHs include4: churches 
and religious societies, sports and other clubs, trade 
unions, and political parties. 
The general definition, without change, is applicable 
to all SNA sectors if products made available to po-
tential users at non-economically significant prices 
are included for the business sector. The household 
sector raises some statistical problems related to what 
a household does. Chapter 24 of the SNA Manual 
2008 [European Commission et al., 2009] notes that 
households undertake final consumption but do not 
necessarily undertake production: ‘To the extent pos-
sible, the production activities within households are 
treated as quasi-corporations, included in one of the 
corporation sectors and separated from the rest of the 
household’.
This can be contested but for the purposes of this 
paper, user innovation in households is limited to 
products modified or developed for one’s own use 
and made available to potential users. In the gener-
al government sector, process changes can be made 
that improve the provision of products. Such an ex-
ample is a single platform for accessing information 
about government services and ways of paying taxes 
or applying for benefits. This is not different from 
what goes on at a firm, but it will be governed by a 
policy of government rather than a corporate strategy. 
A trade union (NPISH) can improve the way in which 
it serves its members.
Making a new or significantly improved product avail-
able to potential users in any sector can be done in 
three ways. The new or improved product, the knowl-
edge to produce it, or a prototype can be transferred 
to the original producer in the hope that a better 
product is produced. This would be the case of a user 
innovator who does not wish to produce the prod-
uct innovation. In the second case, the user decides 
that there is value in making the product innovation 
available to potential users and starts a business to 
do this, or an institution unit in any other sector. In 
the third case, the product could be made available to 
potential users in a community or a peer group. An 
example is a new or improved method for treating an 
illness where the peer group consists of people with 
the illness and the community works on treating the 
illness and tries to change its symptoms. If the new or 
improved product is not made available to potential 
users, it is not an innovation.

The Digital Economy and its Impact upon User 
Innovation
The characteristics of the digital economy are the 
speed with which it develops, its implications for so-

ciety, innovation, and user innovation. Underlying 
this digital transformation are the skills needed by 
people to contribute to the transformation and, for 
the wider population, the skills needed to use digital 
products as a part of everyday life.
User innovation in the business, general govern-
ment, and NPISH sectors will have to accommodate 
big data and artificial intelligence in their process 
innovation as well as the use of cloud computing 
and distributed databases for record keeping5. To 
use digital technologies, the institutional units will 
have to employ skilled people or train their staff to 
work with the technologies. This has implications 
for the education and training system in general, 
and the universities and technical colleges in par-
ticular. Further this will impact capacity building 
programs at firms, government departments, and in 
NPISH. User innovation will continue to happen as 
part of process innovation as it did in the predigital 
economy. Households (including individuals) may 
be another matter.
Households (including individuals) can acquire 
digital products and modify them for their own 
benefit or, in the absence of the product being 
available, they can develop it and use it. So long 
as the product is made available to potential us-
ers it is user innovation. As with the other sectors, 
the difference with the predigital economy is the 
skill set required to modify and develop digital 
products. This suggests that the user innovator in 
the digital economy has a highly technical skill set 
and may be among a small number of user inno-
vators. Compare the user innovator requirements 
with those required to modify or develop moun-
tain bikes [Lüthje et al., 2005], kayaks [Hienerth et 
al., 2014], or domestic appliances.
There is a substantial literature on household innova-
tion using products from the business sector, or the 
development of product innovations if the desired 
products were not available.
If all SNA sectors are considered, the products could 
come from any of them and they could be provided 
at economically significant prices or not. This adds 
another dimension to user innovation. In the user 
innovation literature there are examples of user in-
novation with products from the government sector, 
such as medical services, medical devices, and social 
welfare services [von Hippel, 2017]. NPISH can also 
provide products that can be the basis of user innova-
tion by households.
As all of the economic sectors connect in various 
ways, being part of a network or a system, the policies 
to promote or focus user innovation in all sectors are 
complex as they will be influenced by strategic initia-
tives from institutional units in other sectors.

4 https://ec.europa.eu/eurostat/statistics-explained/index.php/Glossary:Non-profit_institutions_serving_households_(NPISH)
5 An example of a distributed database is blockchain and its role in recording and verifying Bitcoin transactions.
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Policies for User Innovation in a Digital 
Economy
The digital transformation is rapid and covers the 
whole economy. The development of a relevant in-
novation policy is challenged by this speed but the 
need to develop such a policy is recognized [OECD, 
2017, p. 27] and being debated in many countries. 
An example response to the urgency is the artificial 
intelligence strategy, ‘AI Made in Germany’, intro-
duced by the federal government in November 2018 

[Government of Germany, 2018]. 
From the perspective of ‘user innovation’, this is like-
ly to take place as process innovation in the business, 
general government, and NPISH sectors and it will be 
subject to the strategies and policies that apply in those 
sectors. Where the user innovation of products in the 
digital economy will happen is in the household sec-
tor and this could be encouraged as part of develop-
ing a culture of innovation. At first, the government 
has to enable people to function and work in a digital 
world. This would require a strong link between ed-
ucation and the demands of the digital economy. As 
a further step, policy could include the provision of 
‘maker spaces’ where there are tools, databases, broad-
band access, and expert advice. Such spaces are also 
provided by businesses, an example of which is the 
BMW Customer Innovation Lab discussed in OECD 
[OECD 2018b, p. 77]. While businesses support user 
involvement in product development, the activity may 
not result in user innovation. Where it could advance 
user innovation is in improving the skill set of users 
participating in collaboration with business. This is 
happening in countries in different ways.
For individual users to consider user innovation in 
the digital economy, they need to know how to take 
advantage of the digital products introduced on the 
market or made available to potential users at no 
cost. If they proceed with product innovation, they 
require more technical skills and access to databas-
es that allow them to combine or develop products 
for their own use. The French government notes 
that thirteen million people in France have difficulty 
functioning in the digital economy. To deal with this, 
the Government of France has initiated a plan for an 
inclusive digital economy [Government of France, 
2018]. Part of this plan is an experiment which will 
provide a ‘digital pass’ to provide access to training. 
More broadly, access to training to enable and support 
the use of digital products and their modification for 
one’s own use has implications for the education and 
training system in all countries. This emphasis on the 
skills needed to work with digital products and pro-
cesses does not preclude the type of user innovation 
that has been going on for years [von Hippel, 2017] 
involving different technologies. 
In Russia, Strategy 2020 deals with innovation policy 
that emphasizes the fostering of mass innovation in 
all sectors of the economy, including low tech sectors. 

In a review of the policy by Gokhberg and Kuznetsova 
[Gokhberg, Kuznetsova, 2011], the emphasis is placed 
upon the social effects of innovation policy and the 
need to support the creative class. This fits well with 
policies in other countries to support the creative 
people who are able to engage in user innovation.
In Canada, there is an ongoing discussion of how to 
deal with the digital economy [Wolfe, 2019] and the 
challenges facing policy makers. One proposal is to 
create a federal innovation agency. There is no men-
tion of user innovation but individuals engaging in 
innovation could access the support offered for inno-
vation. However, individuals applying are likely to be 
more focussed on starting their business rather than 
innovating for one’s own use.
In the developing world there are more challenges 
for supporting the digital economy and using it to 
engage in innovation [Bukht, Heeks, 2018]. A point 
made by Bukht & Heeks [Bukht, Heeks, 2018], which 
is applicable in all economies, is the need for min-
istries to understand the challenges and the oppor-
tunities of the digital economy for the coherence of 
policies. As user innovation by individuals is not seen 
in official statistics, there is a need for policy makers 
to understand the importance of an innovation cul-
ture in all sectors of the economy and for individuals 
and households to be a part of that.

Conclusion
This paper examined the scope of user innovation, es-
pecially in households, resulting from the publication 
in the fourth edition of the Oslo Manual of a gen-
eral definition of innovation in all economic sectors. 
A second key influence has been the rapidly develop-
ing digital economy and its impact upon the skills 
that may be needed to function in it and to develop or 
change digital products for one’s own use. To achieve 
this ability, there is a need for access to training and 
education that supports user activities and user inno-
vation. An example of how to address this is France’s 
digital pass or ‘pass numérique’ and related policies 
for social inclusion in promoting access to the digital 
economy.
Supporting individuals undertaking user innovation 
raises a question of the return on one’s investment. 
Policy support could be seen as a long-term invest-
ment in a grass roots culture of innovation from 
which start-up firms that contribute significantly to 
the economy and society may arise.
An underlying issue with some technologies, of which 
AI and genetic editing are examples, is the ethical 
framework needed to guide major decisions by ma-
chines or altering of human embryos. While these ac-
tivities can be regulated in businesses, governments, 
and NPISH institutions, households and individuals 
may require ethical guidance as well as policy support 
as these activities become more accessible.

Gault F., pp. 6–12
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There is no doubt that South Korea is one of the 
most successful countries in the world when it 
comes to industrialization and democratization 

over a short period of time. In 2018, Korea achieved 
six hundred billion USD in exports for the first time 
in history. Korea also became the sixth largest exporter 
in the world and the seventh biggest economic power-
house in the ‘30-50 Club’ [Ungson et al., 1997; Bailey 
et al., 1998; Kim, 2019]. In particular, the well-known 
candlelight demonstration of the Korean people for 
the impeachment of` former President Park in the 
winter of 2016-2017 and the subsequent peaceful re-
gime change in May 2017 demonstrate the maturity 
of Korean democracy. Despite recent developments 
in Korean economy and democracy, the country has 
faced new challenges. It is notable that the rates of 
Korean economic growth and employment have re-
cently declined. Consequently, this has prompted de-
mand for new policies for the growth engines that are 
critical for the Korean economy at present.
In consideration of the issue of economic development, 
the government of President Moon Jae-In appears to 
move towards more ‘innovation-driven growth’ in 
an effort to provide an impetus for economic growth 
and the move towards the fourth industrial revolution. 
Accordingly, the Korean government announced a new 
policy for the innovation initiative in 2018, the so-
called Innovative Platform Program (hereinafter the 
IPP). Under the IPP, the Korean government seeks to 
improve the platform economy, which is a comprehen-
sive ecosystem and infrastructure for future industries 
[Korean Government, 2018]. This explains the Korean 
government’s goal of a gradual shift towards becoming 
a global center for information and communications 
technology (ICT) in the era of digitalization1. This pol-
icy is part of an all-inclusive plan to create new growth 
drivers. 

In particular, recent economic policy on unemploy-
ment and income polarization has brought serious 
discussions on the role of the IPP, with an emphasis 
upon job creation and deregulation relating to science 
and technology. To solve these existing problems, the 
IPP focuses on the three major areas of strategic in-
vestment: a data economy, artificial intelligence (AI), 
and a hydrogen economy. In addition to these three 
areas, the government further emphasized the impor-
tance of raising innovative human resources [Korean 
Government, 2018]. The overall framework of the IPP 
is shown in Table 1. 
The purpose of this article is to explore recent Korean 
economic policies on innovation-driven growth, to-
gether with income-led growth, as will be further dis-
cussed below, thereby to suggest proposals for future 
policy on the new digitalization economy.

The Challenges of the Korean Economy from 
a Historical Perspective
Since the Second World War and Korean War, Korea 
has shown its ability to overcome various obstacles 
to development, such as the division of the country, 
poverty, and dictatorship. Most of all, economic and 
political recovery lies at the heart of the government’s 
policy. Eventually, Korea made a notable economic 
leap from one of the poorest countries to becoming 
a high-income industrial democracy through the so-
called Miracle on the Han River. During the 1960s 
and 1970s, the Korean government introduced export-
oriented policies to overcome intrinsic limitations in 
the small market economy. Its policy focused on the 
support of heavy and chemical industries. However, its 
approach generated economic concentration in large 
conglomerates, the so-called chaebols of family-owned 
business groups. In other words, its designation of na-

1 Among the key elements of the digital economy, different authors highlight, for example, search engines, social network services, software, computers, com-
munications, pharmaceuticals, and so on. [Posner, 2001; Viscusi et al., 2018].

Figure 1. The Growth Rate and Job Creation

GDP growth (annual %) Unit: Thousand people, Year-over-year

Sources: [OECD, 2017; Statistics Korea, 2019].
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tional-champion companies brought various problems 
[Eichengreen, Chung, 2004]. For example, the market 
power of large firms created anti-competitive or unfair 
business practices from unequal bargaining powers. 
This brought about a call for economic reform that was 
based on the concept of a social market economy and 
economic democratization [Kim S.S., 2017]. This idea 
focused on the protection of individual economic free-
dom from the abuse of large conglomerates and has 
influenced overall government policies on the market 
economy in Korea since the 1990s [Choi, 2014].
Korea has faced new challenges over the past decade: 
the decrease of its economic growth rate and employ-
ment rate has been significant (Figure 1). This means 
that the traditional growth model, which relied upon 
big businesses and export-led approaches, has reached 
its limits, and a new growth model has to be created. 
Moreover, policies based on the ‘trickle-down effect’ 
were proven unsuccessful in the period of the con-

servative governments of two former Presidents, Lee 
Myung-Bak and Park Geun-Hye. While the trickle-
down effect tends to recall chaebol-friendly policies 
in that the growth of the rich could improve that of 
the poor [Aghion, Bolton, 1997], the boom of exports 
and big businesses has not led to an increase in middle 
class income. In this context, the new Moon govern-
ment adopted new economic policies that mainly focus 
on the income growth of the middle class and brought 
the emergence of political goals for economic democ-
ratization which widely regulates large conglomerates 
through stringent amendments to the Korean compe-
tition act, the Monopoly Regulation and Fair Trade Act 
(hereinafter the MRFTA). Moreover, it was ultimately 
necessary for the government to change the direction 
of economic policy to be more effective in the actual 
distribution of wealth. As a result, the Korean govern-
ment started considering the creation of a new growth 
model. 

New Economic Strategy
The current government’s policy pursues economic 
democratization while emphasizing the importance of 
an effective balance between innovation-led economic 
growth, rising incomes, and social welfare in many 
cases based on fair competition2. The concept of in-
novative growth involved the creation of new growth 
engines for the Korean economy. Income-driven de-
velopment would be critical for sustainable economic 
growth and income- and innovative-driven growth 
would be possible where a fair economy and fair com-
petition was ensured.
Among others, the governmental strategy of income-
led growth is composed of three main policies: (i) in-
creasing the household incomes of both regular 
employees and the self-employed, (ii) the reduction 
of living costs to improve actual income level, and 

Таble 1. The Framework of the Korean 
Government’s IPP

Dimensions Contents
Four Policy 
Directions

•	 Innovation of the Social System 
•	 Innovation of Science & Technology 
•	 Innovation of Human Resources 
•	 Innovation of Industries

Three Strategic 
Investment Areas

•	 Data Economy (Block Chain & Sharing 
Economy)

•	 Artificial Intelligence 
•	 Hydrogen Economy

Eight Leading 
Industries

•	 Smart Factory 
•	 Smart Farm 
•	 Smart City 
•	 Future Vehicle 
•	 Fintech 
•	 New Energy 
•	 Bio-Health 
•	 Drone

Source: [Korean Government, 2018].

2 Speech of the President at the Ministerial Meeting (28 August 2018) is available online at: https://www1.president.go.kr/articles/4094, accessed 30.05.2019 
(in Korean).

Таble 2. Three Policies for Economic Growth

Policy Direction Contents

The Policy for 
Income-led Growth

•	 Improvement of household income 
•	 Reduction in living costs
•	 Expansion of social security nets and welfare services (e.g., basic livelihood support, medical care, housing, 

childcare, basic pension, etc.)

The Policy for 
Innovation-driven 
Growth

•	 Deregulation, including regulatory sandbox projects
•	 Fostering new entrepreneurship, including the commercialization of new technologies
•	 Strengthening major industry sectors
•	 The promotion of the fourth industrial revolution 

The Policy for 
Fair Economy or 
Competition

•	 Improvement of corporate governance with the aim of greater transparency and accountability
•	 Establishment of fair market order (or fair competition), such as the protection of franchisees, small 

businesses, and weaker parties in subcontracting agreements
•	 Effective cooperation between large and small businesses with regards to the protection of innovative ideas or 

products of spin-offs
•	 Protection of consumer interests

Source: [Korean Government, 2018].
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Sources: [Statistics Korea, 2018, 2019a, 2019b, 2019c].
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Figure 2. The Structure of Income-Led Growth Policy

Source: [Presidential Committee, 2019].

Income-led 
Growth

Increasing household income

Improve living 
environment 

•	 Community life SOC
•	 Urban Renewal New Deal

•	 Medical care cost 
•	 Nursery fee 
•	 Housing cost 
•	 Costs for Education, 

Communication, Transportation

Reduce  
living costs

Expand employment  
safety net

Expand transfer  
income

•	 Expand employment insurance
•	 Korean unemployment relief
•	 Public employment service
•	 Support for job skills development

•	 Introduce child allowance
•	 Basic pension expansion
•	 Expand pension for the disabled
•	 Expand minimum living guarantee

•	 Raising the minimum wage
•	 Job safety fund support
•	 Reducing wage-gaps 
•	 Supporting lower income class

The self-employed

•	 Social insurance premium support
•	 Reduce credit card fees & rents
•	 Eliminate unfair trade practices
•	 Improve Management & 

competitiveness

 
 

  

Wage workers

Social safety nets & 
Welfare policies

Figure 3. Statistics of Employment and Income Distribution in 2018

            

Reducing living costs
“Raise real income”

Note: The graph on the right indicates the relative distribution of disposal income for the top 20% and bottom 20% households; the larger number means 
more inequality. Disposal income is the sum of employee income, self-employment income, property income and transfer income with a minus of public 
transfer expenditure, such as a regular tax, etc.
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(iii) the expansion of social security nets and the scope 
of welfare policies (Figure 2).
The income-led policy has been a controversial issue 
in the recent government’s economic policy. One of 
the critical questions about this policy is whether the 
minimum wage, set by the government, can improve 
economic growth and create jobs on the labor market. 
In effect, this subject has been hotly debated in Korea. 
There are some dissenting views about the actual ef-
fects of economic growth by income-led policy [Park, 
2019]. Interestingly, the assessments of income-led pol-
icy depend upon political views because the opinions 
of progressive parties are different from those of con-
servative ones. Most of all, as the empirical economic 
statistics on unemployment and income distribution 
deteriorated in the summer of 2018, the debate on the 
effects of income-led growth intensified. Accordingly, 
an argument for innovation-led growth emerged as an 
alternative way to achieve economic development.
At the time of writing, it is not certain whether increas-
ing the minimum wage was the key reason for the de-
terioration of employment. Commentators, who favor 
increasing the minimum wage, appear to explain that 
the existing difficulties of small businesses stem from 
the depression in major manufacturing industries, in-
cluding automobiles and shipbuilding, and the rapid 
changes in consumers’ behavior. On the contrary, op-
posing critics assert that there is an intrinsic problem 
within the policy on the minimum wage increase and 
income-led growth itself. They called for an innova-
tion-led growth policy to revitalize the economy for 
the benefit of the public [Kim G.H., 2017; Lee, 2018; 
Kim, 2018]. This argument formed the background of 
the innovation-led policy of the current government.

The Innovation-led Growth Policy of Korea
A Brief History of the Growth Engine  
Programs in Korea 
Since the 1990s, the Korean government has imple-
mented overall policies on growth engine programs 

(Table 3). Starting with the G7 project (1992–2002), 
the government carried out numerous programs, in-
cluding the next generation growth engine (2003), the 
new growth engine (2009), the future growth engine 
(2014), and the innovative growth engine (2017). The 
main goals of each growth engine program can be 
categorized into three topics: (i) the advancement of 
major industries, (ii) the increase of global market 
shares, and (iii) the support of new industrial sectors. 
These programs have strengthened Korea’s position on 
the global market. It became a leading country in ma-
jor manufacturing industries, including automobiles, 
telecommunications, and semiconductors. Moreover, 
Korean companies in the fields of high-speed railways, 
rechargeable batteries, and robot industries have ac-
quired important technologies and improved their 
shares on the global market. In recent years, the new 
economic sectors involving the fourth industrial revo-
lution have been included in the Korean growth en-
gine program.
The innovation growth engine program, which has 
been implemented by the current government, targets 
numerous sectors: big data, next generation communi-
cations, AI, autonomous driving vehicles, drone, smart 
city, virtual reality, personalized healthcare, intelligent 
robot, innovative new drugs, new and renewable en-
ergy, intelligent semiconductors, and advanced materi-
als3. In effect, the government’s IPP was the outcome of 
a discussion regarding the 13 aforementioned sectors, 
which served as the foundations for four policy direc-
tions, three strategic investment areas, and eight lead-
ing businesses4.

The Main Tasks of the Innovative Platform  
Program (IPP)
The focus of the program is on progress concerning in-
frastructure, technologies, and ecosystems that are es-
sential in numerous industrial sectors, such as big data 
and algorithms. It is beyond doubt that the platform 
economy has become vital in Korea, especially in the 
era of the fourth industrial revolution. Nonetheless, it 

Таble 3. The Growth Engine Programs in Korea

3 This program was created in December 2017 at the National Science and Technology Advisory Council, a private advisory body.
4 Approved at the fifth innovative growth ministerial meeting in August 2018 [Ministry of Economy & Finance, 2018]

Kim S.S., Choi Y.S., pp. 13–22

Implementation 
Period

G7 Project Next Generation 
Growth Engine New Growth Engine Future Growth 

Engine
Innovation Growth 

Engine
1992–2002 2003 2009 2014 2017

Keywords Joining S&T 
Leading Countries

Securing Technology 
Competence of Major 

Industries

Green Growth,
Fostering Service 

Industries
Convergence of 
S&T and ICT

S&T, ICT,
the 4th Industrial 

Revolution
Number of Target 

Industries 18 10 17 19 13

Responsible
Ministry Ministry of S&T Ministry of S&T Ministry of Industry Ministry of 

Education and S&T
Ministry of Science 

and ICT

Source: compiled by the authors based on [MSICT, 2018]. 
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is difficult for Korean enterprises to invest in platforms 
due to the large financial investments necessary along 
with the associated risk of failure. Therefore, it appears 
that governmental strategic investment is necessary for 
the development of IPP-related industries. As a result 
of a series of ministerial meetings, the government’s 
2018 announcement contains its financial investments 
relating to big data, AI, blockchain, sharing economies, 
and hydrogen economies.
The four policy directions that comprise IPP are pre-
sented in Table 4

The Three Strategic Investment Areas
Under the IPP scheme, the government also provides 
three major strategies for investment areas: (i) big data, 
blockchain, and sharing economies, (ii) AI, and (iii) 
hydrogen economies. These are commonly reinforced 
by supporting innovative human resources in prom-

ising future technologies. The three fields of strategic 
investment are selected for a number of reasons: (i) 
the possibility of leaping forwards as a leading coun-
try through providing investment and (ii) the estab-
lishment of platforms and infrastructure that innovate 
economic structures and industrial ecosystems, create 
jobs, and contribute to the quality of living [Korean 
Government, 2018]. 
Firstly, with regards to the data economy, the Korean 
government focuses on areas relating to big data, 
blockchain, and a sharing economy. The government 
seems to include various fields for the data economy, 
such as big data platforms, big data networks, data 
vouchers, and public Wi-Fi. Most of all, the big data 
networks can be established by activating data open-
ing and trading in major fields, such as transportation, 
energy, environment, communications, and finance. 
With regards to data transactions, the government is 
preparing to design standards for transaction and qual-
ity control. To build a big data network, the govern-
ment is also willing to revise the relevant regulations 
in 2019, including those concerning data protection 
and privacy. In addition, this project includes the area 
of blockchain, which is concerned with experimental 
projects and advanced technology for securing data 
and reliable data transactions. 
Secondly, the area of AI is also the basis for big data, 
blockchain, and sharing economies. It is a founding 
technology for the creation of high value-added indus-
tries by linking other sectors. The key technologies are 
quantum computers, AI-involved algorithms, and in-
telligent semiconductors, among others. In effect, big 
data and AI are closely related. As a result, the govern-
ment aims to develop the big data market by investing 
30 trillion KRW by 2023. In particular, the government 
is willing to educate 10,000 experts in the areas of big 
data and AI. Its mid-term plan includes launching 
one hundred big data centers and ten big data plat-
forms, the promotion of data production and its utili-
zation, and the establishment of AI hubs [Ministry of 
Economy & Finance, 2019a].

Figure 4. The Main Structure of the IPP

Source: [Korean Government, 2018].
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Таble 4. The Four IPP Policy Directions 

Innovation Fields Tasks
Social System and 
Institutions

•	 revise regulations 
•	 improve fairness on the market 
•	 establish a framework to promote innovative start-ups by advancing a culture of entrepreneurship

Science and Technology •	 hi-tech improvement 
•	 create infrastructure for the fourth industrial revolution 
•	 facilitate an environment for creative research 
•	 enhance efficiencies, promote research on science and technology
•	 adopt international standards

Human Resources 
[Ministry of Economy & 
Finance, 2019b]

•	 design a new policy for education and training programs to nurture creative human resources. 
•	 establish three graduate schools for AI research to train world-class experts (the plan is to educate 40,000 

AI engineering specialists by 2022)
Innovative Industries 
[Korean Government, 
2019]

•	 create an ecosystem to accelerate venture enterprises 
•	 develop service sectors and emerging industries 
•	 strengthen major industries 
•	 promote corporate innovation 

Source: соmpiled by the authors.
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Thirdly, the project for hydrogen economies is an im-
portant platform for the new energy paradigm shift, 
energy security, and future industries. The hydrogen 
economy policy deals with programs for hydrogen 
production and storage for transportation, usage, and 
safety purposes. The government has also attempted 
to expand the demand base for hydrogen energy. This 
plan includes its aim to increase hydrogen fuel cell 
cars from 2,000 in 2018 to approximately 80,000 in 
2022. Its purpose includes an ecosystem for the mutual 
growth of large and small enterprises, the development 
of high-quality human resources, and the achievement 
of international standards [Ministry of Economy & 
Finance, 2019a].
The plans for investing in the considered directions are 
presented in Table 5.

The Eight Major Leading Industries
The 2019 governmental project also listed the eight 
leading industries associated with the IPP: smart fac-
tory, smart farm, fintech, new energy, smart city, drone, 
future vehicle, and bio-health [Korean Government, 
2019]. The first leading industries sector is the smart 
factories field. The government plans to increase its 
investment amount, thereby establishing 4,000 smart 
factories in 2019, and has further announced its fo-
cus on 5G technology for improving smart factories 
by developing and smart-manufacturing hardware 
and software technology packages. The second sec-
tor involves the field of bio-health. The government 
aims to provide a development strategy for the mid- 
and long-term perspectives, which includes creating 
various new medical services by offering a regulatory 
sandbox relating to gene inspection and wearable elec-
trocardiograms. It has also tried to establish a ‘health-
care big-data showcase’ for providing and managing 
big healthcare data. The overall project also includes 
an amendment to the Bioethics Act for expanding the 
scope of research on gene therapies. 
The third sector of IPP is the fintech industry. The 
government attempted to withdraw any legal measure 
that unnecessarily impedes the development of fintech 

and to design certain innovative financial services by 
providing a regulatory sandbox. This regulatory de-
velopment includes an amendment to the Financial 
Information Act and the adoption of a regulation on 
peer-to-peer (P2P) finance. The fourth is future auto-
mobiles, which focuses on both eco-friendly and au-
tonomous cars. The government has also established 
an infrastructure plan for autonomous cars, such as 
cooperative-intelligent transportation systems. 
The remaining leading industries are smart city, smart 
farm, new energy, and drone. Similar to the other ar-
eas, the government plans to provide financial support 
and sandbox measures for developing the rest of the 
selected leading industries. Details about the overall 
investments are shown in Table 6. 

The Political Economy of the Innovation 
Policy
Trade-offs among Policy Goals and Dynamic 
Efficiency
The Korean government recently provided various 
measures and policies to resolve issues relating to low 
economic growth, a high unemployment rate, and in-
come polarization. Interestingly, the government ex-
plained its priorities: creating new jobs as a key means 
of solving these problems. However, it needs to recog-
nize some intrinsic problems in its policy of income-
led growth. It is possible that there have been adverse 
effects from the drastic increase in the minimum wage. 
For example, in the first quarter of 2018, the employ-
ment rate decreased by 16.8% from the same period 
in 2017. Earned household income also declined by 
22.6% [Statistics Korea, 2019]. In effect, the income-
led growth theory includes the indirect influence of 
rising consumption, thereby improving economic 
growth through wage increases. Nevertheless, it ap-
pears that the rapid increase in the minimum wage has 
generated a side effect of unemployment because small 
businesses are reluctant to hire employees. To solve 
this problem, the government has tried to promote 
innovation-driven growth. This means that there is a 
clear functional logic within the IPP, which is allegedly 

Таble 5. The Investment Plan for Three Strategic Areas and Human Resources (billion KRW)

Programs 2018 (A) 2019 (B)
Increase

 (B-A) %
Total 870.0 1490.0 620.0 71

Data, AI, Block Chain, Sharing Economy 579.9 1040.0 460.0 79
Building infrastructure for big data, AI and block chain 39.7 190.0 150.0 378
Resolving the data divide, sharing economy package 6.8 130.0 120.0 1765

Hydrogen Economy 42.2 110.0 70.0 166
Testing R&D and constructing production bases 37.2 100.0 60.0 161

Human Resource Development 247.9 340.0 90.0 36
Training and developing 10,000 talented personnel, introducing educational program 24.0 90.0 70.0 292

Source: [Korean Government, 2018].

Kim S.S., Choi Y.S., pp. 13–22



Strategies

20  FORESIGHT AND STI GOVERNANCE      Vol. 13   No  3      2019

to resolve the current economic downturn caused by 
the rapid minimum wage increase. 
However, there are notable conflicts among the prin-
ciples of economic growth in government policies. The 
policies for income-led growth and a fair economy (or 
fair competition) may clash with that of innovation-
driven growth. In particular, it is certain that the im-
provement of equity through increasing incomes and 
the enhancement of dynamic efficiency through inno-
vation are important for modern society. The critical 
question is, therefore, how to appropriately balance the 
two objectives. 
Importantly, innovation policies should be promoted 
with a long-term perspective, not short-term perfor-
mance. Therefore, the recent project that aims to solve 
the unemployment problem should not be pursued 
based on a short-term perspective. This implies that 
an attempt to solve the current problem of unemploy-
ment through an innovation policy would ignore the 
fact that innovation policies are essentially effective 
over a long period of time. Therefore, there is a trade-
off among the policy goals. The important question is 
not whether an innovation-driven growth policy can 
solve the short-term problem of unemployment, but 
what conditions are needed for the long-term success-
es of the IPP. 

Fair Economy: The Dilemma between  
the Past and Future
Some may argue that the government policy support-
ing a number of selected firms during the 1960s and 
1970s created the problem of economic concentration 
by the chaebols. This problem explains why the cur-
rent government has adopted the policies of income-
driven growth and fair economy, as shown in Table 2. 
Regarding the fair economy policy, there is also a 
strong belief that a fair economy plays a pivotal role 
in resolving economic concentrations and societal in-
equality as a whole. This eventually generates the fair 
economy concept for the redistribution of wealth by 
vigorously enforcing competition law [Stiglitz, 2012]. 

However, implementing fair economy policies can 
often bring about excessive market intervention and 
there is the possibility of having another trade-off in 
policy goals between a fair economy and innovation. 
In particular, recent fair economy policies may hamper 
a series of individual investments on the market, espe-
cially those involving the development of AI. A failure, 
such as the hindrance of AI innovation due to strin-
gent regulations, represents a ‘government failure’. 
In effect, quite a number of competition law cases 
against large technology companies, such as Microsoft, 
Intel, and Qualcomm, indicate the demonstration of a 
social market economy in view of fairness. The Korean 
competition authority has imposed notable sanctions 
on these companies, and Korean companies have been 
no exception. This trend seems to prefer fair economies 
over the dynamic efficiency rationale [Choi, 2010]. 
In order for the IPP-related industries to be developed, 
large-scale capital investment is needed in the emerg-
ing stage of the industrial life cycle and typically only 
big companies can afford this. Consequently, we need 
to distinguish between the rationale of regulating eco-
nomic concentrations formed in the past and the ra-
tionale of fostering capital concentrations preparing 
for the future. The distinction between the two may 
appear easy to make in theory but difficult in practice, 
because together the two rationales are simultaneously 
concerned with chaebols. Therefore, in its implementa-
tion of a fair economy, the government should exam-
ine the dynamic efficiency factor [Baldwin et al., 2012; 
Viscusi et al., 2018].

Deregulation: Regulatory Sandbox and  
a Competent Government 
As Schumpeter mentioned, innovation is ‘a gale of 
creative destruction’ [Schumpeter, 1942]. Creative de-
struction reconstructs existing social relations between 
individuals, businesses, capital, and labor. Regulations 
can be used as a tool to monitor and interrupt such re-
constructions. The objective of regulation is to protect 
consumers and ensure safety when new technologies 
are introduced. On the contrary, the development of 
new tech businesses can be hindered when large in-
cumbents are able to use regulatory tools to prevent 
new entrants on the market. Such is the case of regu-
latory capture when strong regulations trigger an im-
pediment to innovation [Stigler, 1971].
Regarding the implementation of the IPP, there are 
discussions about reforming technology regulations. 
For example, certain legal regulations on IPP-related 
industries are broadly concerned with the following 
areas: remote digital healthcare (or medical treatment), 
a new banking system, and a new taxi system based 
on the sharing economy. This also concerns institu-
tional issues, such as ensuring flexible labor markets 
and resolving conflicts between large manufactur-
ers and small innovators (namely, industrial ecosys-
tems). Excessive regulations may be used as a means 

Таble 6. The Investment Plan for the Eight  
Leading Industries (billion KRW)

2018 (A) 2019 (B)
Increase

(B-A) %
Total 2168.6 3520.0 1350.0 62
Future Automobiles 590.7 760.0 170.0 29
Drone 69.8 120.0 50.0 72
New Energy 597.1 870.0 280.0 47
Bio-Health 271.8 350.0 80.0 29
Smart Factory 444.6 1030.0 590.0 133
Smart City 76.7 130.0 50.0 65
Smart Farm 114.4 240.0 130.0 114
Fintech 36 100 60 167
Source: [Korean Government, 2018].
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of unnecessary monitoring and hinder technological 
progress. Technological innovations can be achieved 
with parallel regulatory reforms. In effect, the general 
definition of deregulation involves the issues of market 
entry and price, and it should indicate that any entry 
restrictions to innovation are removed [Decker, 2015]. 
The Korean government has tried to deal with tech-
nology deregulation by adopting a regulatory sand-
box. The concept of a regulatory sandbox refers to a 
mechanism for the easing of regulations for new goods 
and services under certain conditions for the sake of 
making it possible for tests to be done before they are 
launched on the market [Lee, Chung, 2019]. This ap-
proach has been discussed by numerous ministries in 
various areas, including ICT, industry convergence, 
and financial regulatory sandboxes. Sandboxes are 
granted through inter-agency consultations, because it 
concerns inter-agency responsibilities. This means that 
regulatory reforms are not a matter of a single minis-
try, but that of collaboration, which is not an easy task 
for the government [Ministry of Economy & Finance, 
2019c]. To keep up with technological changes, the 
Korean government needs to have more flexibility in 
policymaking and competencies to meet the speed 
of changes. Therefore, making the government itself 
more competent may represent the most challenging 
task for regulatory reform.

Concluding Remarks
The Korean government is trying to promote growth 
and income distribution through the three econom-
ic policies: income-led growth, innovation-driven 
growth, and fair economies. Income-led growth, best 

exemplified by the increase of the minimum wage, in-
tended to boost household incomes to stimulate con-
sumption and promote production. However, it has 
been criticized as a cause of the declining employment 
rate. Therefore, it was necessary for the government to 
consider innovation-driven growth as an alternative 
solution to this problem. Recently, the government ad-
opted a focus on innovation-led growth relating to the 
growth engine, while supporting its labor market re-
form. We can only conclude that the government uses 
the IPP to provide actual spill-overs of its investments 
into the new economies. 
We believe that the government’s approach to the 
innovation-growth solution to overcome the current 
economic downturn is the right direction for future 
economic development because the recent policy 
shift towards innovation could help overall economic 
growth. However, Korean policymakers need to un-
derstand the intrinsic problem of existing economic 
regulations, including the law of fair economy and 
areas like data protection, which hamper innovation 
where vigorous enforcement of the law is in place. 
Therefore, for the IPP to be successful, it is vital to un-
derstand the trade-offs among the policy goals and to 
realize its dynamic efficiency by clarifying the scope of 
a fair economy and technology deregulation.

This article is based on a presentation given at the Second 
Korea-Russia S&T Policy Workshop in Moscow in January 
2019. The English translation by the authors and titles of the 
works in Korean is authors’ own and unofficial. The authors 
would like to thank Dr. Changyul Lee for his research assis-
tance. This work was supported by the Hankuk University of 
Foreign Studies Research Fund.
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Abstract

This article analyzes sectors of specialization and 
sectoral dynamics in the regions of the Russian 
Federation from 2005 to 2015. The study is based 

on the methodology of the European Cluster Observatory 
in the 2016 edition as revised by the authors. It proposes 
a typology of regions depending on the number of 
specialization industries and the depth of sectoral 
development: agglomeration, diversification, specialization, 
and differentiation. Four types of specializations are 
identified based on the depth of their development and 
distribution among Russian regions: national leadership, 
distribution, concentration, and niche development. 
The authors implemented an approach to study regions 

Кeywords: regional specialization; smart specialization; 
regional economic policy; sectoral development of the 
regions; localization coefficient; structural policy; industry 
diversification.

through alternative scenarios of sectoral development 
over a ten-year period: occurrence, strengthening, 
extinction, and disappearance. The study identifies various 
structural models that combine the implementation of the 
described scenarios in relation to various specializations 
within a particular region. It is shown that the scale and 
intensity of structural changes largely depends on the 
region’s proximity to million-strong cities but does not 
always directly affect economic growth rates. The authors 
introduce the concepts of “vortexes”, “streams”, and “safe 
harbors”, which describe the types of regions with a 
different type of structural changes that occur depending 
on the presence or proximity of the million-strong city.
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Structural changes in the economy is a key element 
of achieving sustainable economic development 
and increased wellbeing [Hidalgo, Hausmann, 

2011; Boschma, 2017]. Transformations caused by the 
development of new sectors and the diversification of 
national and regional economies’ industry structure 
command the highest interest of researchers [Hidalgo 
et al., 2007; Pinheiro et al., 2018]. Such transformations 
may involve not only the emergence of new economic 
activities, but also their growth, decline, or even disap-
pearance, while these radically different processes may 
simultaneously arise in the same region.
Regional economies develop unevenly [Hausmann, 
Rodrik, 2003; Hudson, 2009]. In Russia, regions have 
very different resource potentials, territorial character-
istics, economic development levels, and wealth. This 
leads to high socioeconomic inequality [Zubarevich, 
2010]. This mismatch gives one grounds to expect that 
Russian regions will face structural changes on differ-
ent scale and at varying rates.
One of the main objectives of the “Spatial Development 
Strategy for the Russian Federation Until 2025”1 was to 
increase regions’ competitiveness by promoting “effec-
tive economic specialization”. However, relevant efforts 
are hindered by the lack of targeted studies of Russian 
regions’ specialization industries and their develop-
ment paths.
For the purposes of this paper, the known methodol-
ogy for identifying and assessing industry develop-
ment proposed by the Harvard Business School and 
the European Cluster Observatory [Ketels, Protsiv, 
2014] was adjusted to reduce the effects of one-sided 
concentration and the specialization of industries 
within specific regions. The created database allows 
one to analyze regional growth in the following terms:
•	 the industries that Russian regions specialize in;
•	 grouping territories by the number of economic 

sectors represented and the latter’s development 
level;

•	 particular industries’ status in the regional econo-
my: key or niche;

•	 the nature of structural changes in Russian regions’ 
economy during the ten-year period under con-
sideration (2005-2015);

•	 the correlation between the actual changes and 
geographical proximity to major agglomerations.

The paper presents a review of techniques for identify-
ing regions’ specialization industries and proposes an 
original methodology and static and dynamic models 
of Russian regions’ industrial development. On the ba-
sis of interpreting the obtained results, recommenda-
tions to improve government policies were prepared.

The Methodology for Identifying 
and Assessing Regions’ Industrial 
Specializations
Over the last several decades, the role of regional fac-
tors in national and global economic development has 
significantly increased [Toffler, 2006; Ohmae, 2002]. 
Regions and individual cities are turning into indepen-
dent actors in economic processes, which leads to in-
creased international competition and creates the need 
to review existing approaches that do not take into ac-
count local specifics [OECD, 2012]. Territorial devel-
opment largely depends on geographic, demographic, 
and sociocultural aspects [Rodrik, 2003]. Government 
policies should consider the latter’s diversity when 
designing tools for various regions moving along spe-
cific structural development paths [Barca et al., 2012; 
Grillitsch, Asheim, 2018; Shenoy, 2018].
Most professionals choose diversification as the pre-
ferred regional development model [Hausmann, 
Klinger, 2007; Boschma, 2017; Chen, 2018], since it 
makes the strongest impact upon the regional econ-
omy [Hidalgo, Hausmann, 2009; Neffke et al., 2011]. 
However, the vector of changes does not always match 
the territory’s current industry profile [Frenken et al., 
2007; Boschma et al., 2013; Pinheiro et al., 2018].
Studying the specific features of regional economies 
and specialization industries remains a major aspect 
of economic development, important in scientific and 
practical terms alike [Leksin, Shvetsov, 2012; Liubimov 
et al., 2017]. Drivers of economic growth, conditions, 
and processes leading to prosperity have been stud-
ied for a sufficiently long amount of time. Identifying 
regions’ competitive advantages and specialization 
industries help one understand the nature of the 
structural changes, design regional policies, choose 
the most effective tools for implementing them, and 
evaluate the results [Klimanov, 2007; Klimenko et al., 
2015; Simachev at al., 2014]. Given the lack of a gen-
erally accepted approach to identifying and analyz-
ing regional specialization industries, a meaningful 
discourse on territory types and their development 
models does not seem to be possible. In other words, 
it would be hard to find empirical evidence to sup-
port theoretical constructs and transform them into 
specific policies and support measures. Choosing an 
appropriate method is paramount here, one which, 
among other things, would take into account the spe-
cific features of particular territories’ statistics.
Various indicators and methods of their calculations 
are applied in international and Russian practices 
to identify regions’ specialization industries. One of 
the most popular ones is the localization coefficient 
[Fracasso, Marzetti, 2018; Kopczewska et al., 2017; Lu et 

1  Approved by the RF Government instruction No. 207-r of 13.02.2019
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al., 2011; Beaudry, Schiffauerova, 2009], also known as 
Balassa-Hoover Index or Hoover Specialization Index 
[Hoover, 1936; Kim, 1995]. Other methodologies for 
identifying industrial diversity and geographical dis-
tribution of industries by region apply various other 
indices including the Gini Concentration Index [Gini, 
1936; Devereux et al., 1999], Hachman Index [Sharma, 
2008], Krugman Concentration Index [Krugman, 1991; 
Bickenbach, Bode, 2008], Hallet Index [Hallet, 2000], 
Lilien Index [Lilien, 1982], Ellison-Glaeser Index 
[Ellison, Glaeser, 1999; Kominers, 2008; Rothenberg et 
al., 2017], and others.
Mainstream techniques for identifying regional spe-
cialization industries described in the Russian litera-
ture include various coefficients such as the depth of 
sector development, inter-district marketability, and 
per capita production [Gavrilov, 2002; Kovalenko, 
2005, Prokopiev, 2015], the Herfindahl-Hirschman 
Index [Belov, 2012], and the Localization Coefficient. 
The latter is used most commonly since it allows one to 
measure the concentration of particular industries in 
the region using indicators such as output, number of 
workers, and investments in fixed assets. In its general-
ized form, the Localization Coefficient looks as follows:

,                                   (1)

where: LQ is the localization coefficient,  is regional in-
dustry,  is national industry; is regional economy, and  
is national economy. The coefficient’s values above 1 
indicate specialization, though certain researchers use 
the threshold range between 0.8-1.25 [Bergman, Feser, 
1999; Porter, 2003; Kutsenko et al., 2011].
The calculation of the localization coefficient is fre-
quently based on the average number of employees 
[Ketels, Protsiv, 2016; Kutsenko et al., 2011; Pavlov et 
al., 2014; Pinkovetskaya, 2015], which is less depen-
dent upon the specifics of national taxation regimes 
and corporate accounting standards. For example, 
Moscow’s shipped product export statistics give one 
grounds to conclude that the oil and gas industry is 
likely to become the capital city’s main industry, due 
to of the residents who in reality do business in other 
regions [Kadochnikov, Fedyunina, 2013].
Several factors impose certain limitations on the lo-
calization coefficient. In absolute terms, its high val-
ues can be combined with low ones, which is fraught 
with overestimating the industry concentration in the 
region under consideration. The opposite situation is 
also possible, when low values of the coefficient are 
combined with high ones. This is typical for regions 
which host large urban agglomerations and thus have 
a wide range of industries. Finally, the emergence of 
new technologies and robotization are likely to lead, 
over time, to reduced employment in a number of 
industries [Prokopyev, 2015]. Introducing additional 
regional specialization indicators will help to remedy 
this technique’s shortcomings.

An integrated methodology for identifying and map-
ping specialization industries was suggested by the 
European Cluster Observatory in 2014 (further on, 
ECO-2014). Industries were distributed between clus-
ters based on the principle of interconnected, com-
pactly localized activities [Ketels, Protsiv, 2014]. The 
ECO-2014 toolset includes an algorithm for identify-
ing such groups proposed by Michael Porter [Porter, 
2003]. It involves dividing all industries into two 
groups: local ones (focused on meeting the needs of 
the region’s population, such as consumer services, re-
tail, etc.), and traded ones (i.e., those oriented towards 
inter-regional and international trade, such as the au-
tomotive industry) [Delgado et al., 2014]. According to 
Porter, the latter group is particularly important since 
such industries determine the competitiveness of a 
particular region.
The algorithm for identifying cluster groups adjusted in 
[Delgado et al., 2016] comprises five sequential stages:

1) Pairwise comparison of industries by region to 
detect localization patterns, including by building 
similarity matrices;

2) Identifying inter-sectoral links at the national 
level;

3) Identifying various clustering forms of the studied 
objects through specialized analysis;

4) Evaluating the quality of the created cluster groups;
5) Eliminating statistical errors.

Applying this algorithm produces as objective a set of 
cluster groups as possible, comprising steadily inter-
connected trading industries.
The Porter model provided the basis for ECO-2014, 
which was adjusted to reflect the changes in the 
European classification of economic activities NACE. 
This methodology was designed not only to identify 
specialization areas but also to assess the level of their 
development in the region, using the following criteria:
•	 Specialization level LQ (localization coefficient);
•	 Size S (ratio of regional/national employment in 

the industry);
•	 Productivity P (average wage in the industry in the 

region);
•	Growth G (ratio of this/last year’s employment in 

the industry in the region).
The ECO-2014 toolset allows one to onedetermine the 
number of specialization industries in all regions of 
the studied country or group of countries and their de-
velopment level. For Russia it was tested in [Kutsenko 
et al. 2019; Simachev et al., 2014]. Points (“stars”) were 
used to measure the development level of each sec-
tor. A star was assigned to the region if it fell into the 
top 20% of regions according to the relevant criterion 
(therefore the maximum number of stars a regional in-
dustry could receive was 4). Only the top regions that 
collectively accounted for 80% of national employ-
ment in the industry were considered. This rule was 
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introduced to exclude specialization industries insig-
nificant on the national scale.
In 2016, the European Cluster Observatory made a 
number of changes to the ECO-2014 methodology, 
mainly related to the algorithm for assigning stars. 
According to the updated approach (ECO-2016), re-
gions were filtered out on the basis of stars assigned 
in line with the LQ criterion. Additional stars can be 
assigned to regional specialization industries on the 
basis of the criteria S, P, or G, the same way as in ECO-
2014. Unlike the previous version, however, the ECO-
2016 methodology allows one to significantly reduce 
the total number of regional specialization industries. 
The new filtration principle helps regions with large 
economies to focus on the most important industries, 
while abandoning the old methodology allows one to 
assign stars to regions with a small workforce.
Our approach combines the two filtering conditions of 
the ECO-2014 and ECO-2016 methodologies. In our 
model, to classify an industry as a regional specializa-
tion, the region must be one of the top 80% in terms of 
size (S) and have a specialization level star (according 
to the LQ criterion). This allowed us to exclude regions 
with one-sided concentration or specialization, while 
the resulting list was as conservative as possible since 
the likelihood of errors in determining core industries 
was reduced to the minimum (Figure 1).

Statistical Typology of Russian Regions’ 
Industrial Development
Adapted for the purposes of our study, the methodol-
ogy was applied to a sample comprising 80 Russian re-
gions2 for the period of 2005-2015, using data on the 
average number of employees and accrued wages by 
industry3. The results were specialization industry lists 
for 71 Russian regions,4 with an assessment of their de-
velopment level.
The regions with the largest number of specialization 
industries in 2015 included the Vladimir Region (22 
specialized sectors), St. Petersburg (16), Moscow, the 
Yaroslavl, Leningrad, and Perm Regions (15 each). An 
assessment of the development level of the identified 
specialization industries provides a different picture. 
For example, the range of relevant activities in the 
Vladimir Region is wide, but their development re-

mains relatively low, while for example St. Petersburg 
shows an inverse situation.
Taking into account the number of specialization in-
dustries and their development level in 2015, four 
types of regions were identified (Figure 2):
•	“Agglomeration”: a large number of specialization 

industries and a high level of their development: 
St. Petersburg, Moscow, Moscow and Leningrad 
Region, Republic of Tatarstan, etc.

•	“Diversification”: large number of competency ar-
eas but not very impressive progress: Vladimir5, 
Yaroslavl, Kirov Regions, etc.

•	“Specialization”: a narrow range of highly devel-
oped specialization areas: Murmansk, Tyumen, 
Rostov Regions, etc.

•	“Differentiation” few specialization industries with 
a low development level: Republic of Buryatia, 
Tambov, Astrakhan Regions, etc.

The most common specialization areas in Russian re-
gions include: wood products (16 regions); clothing, 
telecommunication equipment, meat products, plastic 
and rubber products, refractory materials (15); oil and 
gas, heavy mechanical engineering, chemical products, 
forestry, and pulp-and-paper products (14).6

Specialization industries have different overall devel-
opment level values. For example, 14 regions specialize 
in the “Oil and gas” cluster group and the progress rate 
of the respective industries remains among the high-
est with a total of 45 stars. An opposite example is the 
cluster group “Heavy mechanical engineering”; 14 re-
gions specialize in it, but the development level of the 
relevant sectors remains low with only 22 stars in total.
Similar to regions, four types of industries can also be 
identified (Figure 3):
•	“National leaders”: high proliferation combined 

with a high development level: oil and gas, plastic 
products, business services, ICT, etc.;

•	“Proliferation”: wide proliferation combined with 
a low development level: clothing, meat products, 
heavy mechanical engineering,7  etc.;

•	“Concentration”: low coverage with a high develop-
ment level: leather goods, jewellery, sound record-
ing, etc.;

2  The Nenets, Khanty-Mansi, and Yamal-Nenets Autonomous Regions were excluded from the sample because they were accounted for in the calculations 
for the Archangelsk and Tyumen Regions. The Republic of Crimea and the Federal City of Sebastopol were not analyzed due to the lack of compatible data 
for the period under consideration.

3  The calculations were based on the All-Russian Classification of Economic Activity Types OK 029-2007 (NACE Rev. 1.1) (OKVED-1), the fourth level 
of detail for the indicators “Average number of employees during the reporting period, individuals” and “Amount of accrued wages during the reporting 
period, thousand rubles” as reported in the statistical observation form P-4.

4  The presented methodology did not reveal a concentration of employment sufficient to definitely identify specialization industries in the following regions: 
Republics of Adygea, Kalmykia, Ingushetia, Karachai-Cherkessia, Altai, Tyva, Khakassia, the Jewish Autonomous Region, and the Chukotka Autonomous 
Region.

5  Interestingly, the largest number of specialization areas were identified in the Vladimir Region, with a relatively low development level. Also, the identi-
fied specialization areas were almost exactly the same as in Moscow, especially manufacturing industries. Differences with Moscow were identified in the 
production of home appliances, wood products, refractory materials and rubber goods (Vladimir Region’s specialization), and in industries such as finance, 
education, R&D, insurance, and film production (Moscow’s specialization).

6  In Porter’s study and the European Cluster Observatory’s methodologies, certain cluster groups combine industrial and service activities. In particular, 
telecommunication equipment and services and construction and construction materials.

7  The “Heavy mechanical engineering” cluster group includes the production of railway rolling stock with the highest number of employees.
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Figure 1. Russian Regions’ Specialization Industries Identified Using Different Methodologies  
(number of sectors)

Source: compiled by the authors. 
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Figure 2. Distribution of Russian Regions by the Number of Specialization Industries  
and Their Development Level: 2015

Source: compiled by the authors. 

Notes: 
1. Number of specialization industries (X axis): the total number of specialization industries in the region
2. Overall development level of specialization industries (circle size): combined development level of all specialization industries in the region
3. Average development level of specialization industries (Y axis): the ratio of the overall development level of specialization industries to their 
number in the region

Figure 3. The Distribution of Specialization Industries by Proliferation  
and Development Level in Russian Regions: 2015

Source: compiled by the authors. 

Notes: 
1. Number of regions with specialization industry (X axis): the total number of regions specializing in this industry
2. Overall development level of the specialization industry (circle size): the combined development level of the specialization industry in all regions
3. Average development level of the specialization industry (Y axis): the ratio of the overall development level of the specialization industry to the 
number of regions specializing in this industry
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•	“Niche”: low proliferation and development level 
values: performing arts, publishing, finance, etc.

The database we have created allows one to move from 
static regional development typologies to a more com-
plex, dynamic analysis, to identify relevant models and 
patterns.

Scenarios and Structural Models of Regions’ 
Industrial Development
Any industry can be described using four possible de-
velopment scenarios: (a) “Emergence”, (b) “Growth”, 
(c) “Fading”, and (d) “Deterioration”, measured using 
the proposed methodology (Figure 4). Each model is 
based on the growth of regional specialization indus-
tries (measured in “stars”) over the course of the pe-
riod of 2005–2015.8

During the decade under review here, new specializa-
tion industries most frequently emerged in the Central 
Federal District (CFD) regions, such as the Vladimir, 
Bryansk, Tula, Smolensk, and other regions. The 
Vladimir Region is the leader, with 12 new specializa-
tion industries: household appliances, jewelry, phar-
maceuticals, furniture, leather goods, business services 
and ICT, telecommunication equipment and services, 
footwear, meat processing, medical equipment, pub-
lishing, design and marketing, and primary metalware.
St. Petersburg, the Republic of Tatarstan, the Vladimir, 
Sverdlovsk, Kursk, and other regions are the leaders in 
the “Growth” scenario. In the first two of the aforemen-
tioned Russian regions, eight specialization industries 
have improved their positions, while only two and one 
new ones, respectively, have emerged. In St. Petersburg, 
this is business services and ICT, wholesale trade and 
e-commerce, education and science, tourism, jewel-
lery and leather goods, medical equipment, and the 
film industry while in Tatarstan these industries are 
business services and ICT, telecommunication equip-
ment and services, oil and gas, plastic products, aircraft 
construction, and chemical products.
The “Fading” scenario most accurately describes the 
industry portfolios of the city of Moscow, the Moscow, 
Kaluga, Yaroslavl, and Vologda regions. Note that the 

“Fading” in Moscow and the Moscow Region was rela-
tively minor, averaging a single star. Interestingly, there 
has been a slight decrease in industry concentration in 
the capital city over the past ten years,9 especially after 
2008, which may be explained by the global economic 
crisis of 2007-2009.

“Deterioration” primarily affected the specialization 
industries in the Tula, Moscow, Oryol, Volgograd, 

Novosibirsk, and some other regions. In particular, in 
the Tula region, the production of heavy machinery, 
medical equipment, leather goods, textile products, 
printed materials, office equipment, and leisure prod-
ucts declined over the past ten years.
The four above scenarios can simultaneously unfold in 
different specialization industries in the same region.10 

Therefore, when analyzing industry growth in regions 
it would be more correct to speak not about scenarios, 
but structural models comprising different sets of si-
multaneously implemented industry development sce-
narios. This allows one to classify regions based on the 
scenario set: from no changes in specialization indus-
tries to the transformation of all four modalities. This 
measure of the absolute scale of structural changes can 
be supplemented by relative coverage or intensity, de-
scribing just the affected set (share) of specialization 
industries.
A comparison of static types and dynamic models 
of industry development shows that regions with 
a large number of specialization industries (the 

“Agglomeration” and “Diversification” types) experi-
ence major structural changes. Apparently, this is due 
to the increased volatility of poorly developed special-
ization industries (Table 1). In addition, the regions of 
the “Specialization” or “Differentiation” type show a 
wide variation in structural models, which needs fur-
ther explanation.
Possible factors leading to the uneven distribution of 
structural changes between regions include geography. 
For example, territories where the most significant 

Figure 4. Regional Industrial  
Development Scenarios

Source: compiled by the authors. 
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8  In certain cases, the period between 2006-2015 was used because the growth criterion (G) is based on the ratio between employment in the current and 
previous year. Therefore, the 2005-2015 period would not allow one to measure the growth in the “fading” model due to the lack of data for 2004.

9  In 2006, the development level of specialization industries in Moscow was 3.5 and in 2015 - 3.2. The overall share of Moscow’s stars in total for all regions 
was 4% in 2005 and 3% in 2015.

10  For example, in the Tula Region in 2006-2015 six specialization industries have “deteriorated” (–15 stars), one industry “faded” (–2 stars), three “grew” (+4 
stars), and five “diversified” (+13 stars). After such a major restructuring of the regional economy, its total number of stars remained unchanged, while the 
number of specialization industries decreased by one.



2019      Vol. 13  No 3 FORESIGHT AND STI GOVERNANCE 31

1) Regions with a million-strong city;11

2) Regions with no million-strong cities but adjacent 
to territories which do have one;

3) Regions with no million-strong city not adjacent 
to regions which do have one.

An analysis of structural development models of the 
three above groups of regions (Table 2) revealed sev-
eral trends:
•	 75% of regions in the first group followed the 

model “Emergence – Deterioration”, with varying 
intensity; none of the group members completely 
avoided structural changes;

•	 Over 80% of regions in the second cluster that 
experienced the most profound transformation 
(three- and four-scenario industry development 
models) were located next to regions with a mil-
lion-strong city;

structural changes took place are concentrated in the 
western part of Russia (Figure 5). In the eastern part, 
the opposite situation was noted: in some of the regions 
no changes were observed at all or specialization in-
dustries “deteriorated” (in Kamchatka, the Khabarovsk 
Region, etc.). The strongest industry dynamics were 
noted in the regions of the Central (CFD), Volga 
(VFD), and North-West (NWFD) Federal Districts

Million-Strong Cities’ Effect on Structural 
Changes in the Region
An analysis of the map of structural changes in Russian 
regions (Figure 5) suggests that the rate of these pro-
cesses depends upon the proximity of an area to a 
million-strong city or to regions where such cities are 
located. To test this hypothesis, we divided the sample 
of regions into three groups:

Таble 1. Distribution of Regions by Static Type and Dynamic Industry Development Model

Static industry 
development model

Vortex
(regions with a million-strong 

city)

Stream
(areas adjacent to regions 
with a million-strong city)

Safe Harbor
(regions with no million-strong cities and 
not adjacent to areas which do have one)

Agglomeration St. Petersburg
Moscow
Republic of Tatarstan
Perm Region
Nizhniy Novgorod Region
Samara Region
Sverdlovsk Region

Kaluga Region
Tula Region
Leningrad Region

—

Diversification — Vladimir Region
Yaroslavl Region
Kirov Region
Saratov Region

Briansk Region

Specialisation Voronezh Region
Volgograd Region
Rostov Region
Republic of Bashkortostan
Chelyabinsk Region
Krasnoyarsk Region
Novosibirsk Region
Omsk Region

Belgorod Region
Kursk Region
Lipetsk Region
Orel Region
Smolensk Region
Tver Region
Republic of Komi
Stavropol Region
Republic of Mari El
Republic of Udmurtia
Krasnodar Region
Orenburg Region
Kurgan Region
Tyumen Region
Altai Region
Irkutsk Region
Kemerovo Region
Republic of Sakha (Yakutia)

Ivanovo Region
Kostroma Region
Archangel Region
Vologda Region
Kaliningrad Region
Murmansk Region
Novgorod Region
Pskov Region
Republic of Mordovia
Kamchatka Region
Primorskiy Region
Khabarovsk Region
Amur Region
Magadan Region
Sakhalin Region

Differentiation — Ryazan Region
Tambov Region
Astrakhan Region
Penza Region
Republic of Chuvashia
Ulyanovsk Region
Tomsk Region

Republic of Karelia
Republic of Dagestan
Republic of Kabardino-Balkaria
Republic of North Ossetia-Alania
Republic of Chechnya
Republic of Buryatia
Zabaikalskiy Region

No model identified — Republic of Kalmykia
Republic of Tyva
Republic of Khakassia

Republic of Adygea
Republic of Ingushetia
Republic of Karachai-Cherkessia
Republic of Altai
Jewish Autonomous Region
Chukotka Autonomous Region

Source: compiled by the authors. 
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11 The Moscow Region was also included in this group because its geographical location in relation to the capital is similar to that of other regions with 
million-strong cities in relation to their administrative center.
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•	About 30% of regions in the third cohort did not 
experience any structural changes over the last ten 
years.

Let us consider the rate of structural changes (the av-
erage number of specialization industries matching a 
particular industry development scenario) for each of 
the groups (Table 3). The overall value of this indica-
tor is the highest in the regions of the second group, 
closely followed by the first one. The “Emergence – 
Deterioration” model (which describes the changes 
in the industry structure) is the most common for the 
second group of regions. Regions with million-strong 
cities tended to focus on strengthening the industries 
they were specializing in ten years ago.
Another important parameter in terms of the regions’ 
socioeconomic wellbeing is the industry portfolio’s 
sensitivity to structural changes. For example, in the 
case of Moscow (15 specialization industries were 
identified there in 2015), only two new industries ap-
peared and dropped out of the city’s portfolio. In other 
words, structural changes affected only 13% of it. On 
the contrary, in the Lipetsk Region which has five spe-
cialization industries, structural changes affected three, 
that is, the industry portfolio was transformed by 60%.
Interestingly, in regions with a million-strong city, 
lower economic growth rates were noted than in the 
areas adjacent to them (Table 4). Perhaps the observed 
differences are due to the “low base” effect. At the 
same time, there is no reason to believe that the suc-

cess of catch-up development was directly related to 
structural changes: the third group of regions (with no 
million-strong cities nearby and a low level and rate 
of structural changes) is almost as quickly catching up 
with the first group in terms of economic development. 
Our preliminary findings are counterintuitive: struc-
tural changes are not related to the regional economic 
growth rate.12

To gauge the directions of structural changes, we have 
divided the list of industries into five categories: tradi-
tional industries, high-technology sectors, knowledge-
intensive, creative, and traditional services (Table 5).
Let us turn our attention to structural changes in the 
Central Federal District regions from this perspective. 
In regions of the second group, the changes primar-
ily affected traditional industries and, to a lesser ex-
tent, high-tech industries and knowledge-intensive 
services. In particular, the “Emergence” and “Growth” 
of specialization were noted in production of footwear, 
clothing, furniture, meat products, and business and 
ICT services. On the contrary, a number of sectors 
including the food industry, heavy mechanical engi-
neering, and aircraft construction were “Fading” and 

“Deteriorating” industries (Figure 6). These changes 
are particularly apparent in the Bryansk, Kostroma, 
Kursk, and Lipetsk Regions.
The nature of the structural transformation in the 
CFD regions is typical for most regions of the second 
group located in the NWFD and the VFD. On average, 

Figure 5. Structural Development Models of Russian Regions

Source: compiled by the authors. 

Saint  
Petersburg

Moscow

Scenarios:

12  The correlation between structural changes and growth rate can be more complex or become apparent only after a lag, which requires special econometric 
research. Calculating a paired regression revealed a weak connection between the number of new industries and the average annual GRP growth rate in 
the regions.

Emergence

Legend

Region with a million-strong city

Three-scenario structural model
Four-scenario structural model

DeteriorationFadingGrowth
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Таble 2. The Distribution of Regions by Structural Development Model  
and Location in Relation to Million-Strong Cities

Dynamic industry 
development models

Regions with a million-
strong city

Regions with no million-strong 
cities but adjacent to areas that 

have one

Regions with no million-strong cities  
that are not adjacent to areas  

which do have one
Emergence – Growth – 
Fading – Deterioration

 – Belgorod Region
Kaluga Region
Tver Region

 –

Emergence – Growth – 
Deterioration

Nizhniy Novgorod Region
Samara Region

Kursk Region
Moscow Region
Smolensk Region
Tambov Region
Tula Region
Leningrad Region
Republic of Udmurtia
Ulyanovsk Region

 –

Emergence –  
Fading – Deterioration

  Tula Region
Kirov Region
Saratov Region
Tomsk Region

Vologda Region

Emergence  – 
Deterioration

Voronezh Region
City of Moscow
St. Petersburg
Republic of Tatarstan
Volgograd Region
Chelyabinsk Region
Republic of Bashkortostan
Sverdlovsk Region
Krasnoyarsk Region
Novosibirsk Region
Omsk Region

Lipetsk Region
Ryazan Region
Yaroslavl Region
Astrakhan Region
Republic of Chuvashia
Orenburg Region
Altai Region
Irkutsk Region
Kemerovo Region
Republic of Sakha (Yakutia)

Primorskiy Region
Briansk Region
Ivanovo Region
Archangel Region
Murmansk Region
Republic of Dagestan
Zabaikalskiy Region

Deterioration – Growth  – Vladimir Region Novgorod Region

Deterioration – Fading Perm Region  –  –

Growth – Deterioration  – Orel Region
Krasnodar Region
Republic of Mari El
Penza Region

 –

Fading – Deterioration  –  – Kaliningrad Region
Kostroma Region

Emergence Rostov Region Stavropol Region
Tyumen Region

Amur Region
Magadan Region
Sakhalin Region
Pskov Region
Republic of Chechnya

Deterioration  – Republic of Komi
Kurgan Region

Kamchatka Region
Khabarovsk Region

No model identified  – Republic of Tyva
Republic of Khakassia
Republic of Kalmykia

Republic of Altai
Republic of North Ossetia-Alania
Republic of Karachai-Cherkessia
Republic of Kabardino-Balkaria
Republic of Ingushetia
Republic of Adygea
Republic of Karelia
Chukotka Autonomous Region
Jewish Autonomous Region

Source: compiled by the authors. 

significant growth in traditional industries is noted 
in these districts (first of all in the Leningrad, Pskov, 
Novgorod, Saratov, Kirov Regions, and the Udmurt 
and Chuvash Republics). As to this category in other 
federal districts, the transformation there amounted 
to the growth of traditional service sectors (wholesale 
trade, tourism, oil transportation, etc.) with a shift to-
wards creative industries (publishing, sound record-
ing, etc.) in a number of regions. Significant changes 
were noted in the Irkutsk, Primorsky, Stavropol, and 
Krasnodar Regions.

A different trend was identified in the regions that did 
have million-strong cities: the “Growth” of knowledge-
intensive services (such as business- and ICT-services) 
and high-tech industries (telecommunication equip-
ment) (Figure 7).
In all Russian regions structural changes in 2005-2015 
primarily affected traditional industries and services 
and high-tech industries (Figure 8). For example, tele-
communications and medical equipment became the 
leaders in terms of emerging specialization industries, 
along with electricity generation, meat products, etc. 
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Таble 3. The Incidence of Various Industry Development Scenarios in Regions in Relation  
to Million-Strong Cities: 2005-2015 (number of specialization industries)

Industry development 
scenario

Regions with a 
million-strong city

Regions with no million-strong 
cities adjacent to areas that do 

have one

Regions with no million-strong cities 
not adjacent to areas that have one

“Emergence” 2.7 2.93 1.1
“Deterioration” 2.13 2.2 0.82

“Growth” 3.9 2.3 0.83
“Fading” 1.5 1.6 0.6
Overall rate of structural 
changes

23.73 23.83 17.85

Source: compiled by the authors. 

Таble  4. Average Annual GRP Growth Rate in Regions in Relation  
to Million-Strong Cities: 2005-2015 (%)

Regions with a 
million-strong 

city

Regions with no million-
strong cities adjacent to areas 

which do have one

Regions with no million-
strong cities not adjacent to 

areas which do have one
Average annual GRP growth rate in 2005-2015, % 13.5 14.8 14.5
Total GRP, 2005, million roubles 9 015 970 4 826 817 1 809 579
Total GRP, 2015, million roubles 31 961 006 19 251 681 7 030 102
Source: calculated by the authors based on Rosstat data.

ample, in the National Ranking of Investment Climate 
in Russian Regions 201513, the Kaluga and Vladimir 
Regions were the 2nd and 63rd, respectively. However, 
radical transformations were observed in 2005–2015 
in both these territories, which were largely due to ex-
ternal conditions, that is, their geographical proximity 
to Moscow.
According to the world-systems analysis theory, the 
relationship between the core and the periphery is re-
duced to the exploitation of the latter, whose depen-
dence upon the core only grows over time while the 
economic gap widens. In this case, it is impossible to 
draw a full-fledged parallel with Russian regions, if on-
ly because according to our calculations, over the past 
10 years the gap has narrowed.
Therefore, we propose a different typology of regions, 
based on the rate of structural change. Figuratively, 
structural changes in Russian regions are comparable 
to the mechanics of a whirlpool where water masses 
rotate at an increasing rate.
The first type is the center of the whirlpool, the “Vortex” 
which causes accelerated movement and draws in wa-
ter flows. Similarly, regions with a million-plus city 
cause structural changes around them “drawing in” 
the neighboring areas through investments, demand, 
and internal transformations. Being the center of the 
whirlpool, vortex regions are more likely to develop 
and “grow” their current industry portfolio than cre-
ate a new one.

(Figure 9). Traditional manufacturing sectors typical-
ly follow the “Emergence” scenario, while traditional 
service sectors mainly tend to display “Growth” and 

“Strengthening”. This is particularly true for regions 
with no million-strong cities. Knowledge-intensive and 
creative services usually change to a lesser extent, and 
generally are distributed among the Russian regions 
less evenly. “Emergence” and “Growth” of these sectors 
is mainly observed in the regions of the first group.

“Vortexes” and “Safe Harbors” in Regions’ 
Industrial Development: Interpretation and 
Implications for Government Policies
This paper established a correlation between the scale 
and rate of industry transformation in Russian re-
gions and the region’s proximity to a million-strong 
city. Major structural changes happen in regions 
where such cities are located, while in areas far from 
economic centers, these processes tend to be much 
weaker. Similar to the world-systems analysis theory 
[Wallerstein, 2015], we can identify the core (i.e. re-
gions with a million-strong city), semi-periphery (re-
gions adjacent to such areas), and periphery (regions 
not bordering such territories). Interestingly, the 
most significant transformations stemming from the 
core are concentrated in semi-periphery regions. In 
other words, in such areas the depth of industrial de-
velopment and structural changes are determined by 
external factors rather than by internal effort. For ex-

13  See: https://asi.ru/regions/rating/index_old/ for more; last accessed on 15.06.2019.
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Russian regions of the second type, that is, those adja-
cent to regions with a million-strong city, are compa-
rable to the rapid flow of water around the vortex. Such 

“Streams” experience the greatest structural changes 
due to external influences, the “Vortexes”. Due to their 
rapid movement around the “Vortex”, “Streams” con-
stantly change and display a lack of stability. Radical 
structural changes in “Streams” are much more evi-
dent in their industry portfolios and, accordingly, 
more strongly felt by the population. This is because 

“Stream” regions have fewer specialization industries 
than “Vortexes” do, so the emergence of new compe-
tencies and the deterioration of old areas of activity 
have a stronger effect upon the socioeconomic situa-
tion in the region.
The third type are those regions removed from the 
nearest “Vortex”, the ones least susceptible to struc-
tural changes: the so-called “Safe Harbots”. Industry 
development processes occur more calmly here in line 
with prevailing trends. The waves of structural chang-
es generated by the “Vortex” region practically do not 
reach here and only slightly affect industry portfolios 
of regions in this group.

Figure 6. Changes of the Industry Structure 
in the CFD Regions Adjacent to Areas with 

Million-Strong Cities in 2006-2015: the Overall 
Development Level of Specialization Industries

Source: compiled by the authors. 
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Таble 5. Specialization Industry Groups

Category Cluster group
Traditional 
industries

Clothing

Construction materials

Chemical products

Secondary metalware

Generation and transmission  
of electricity
Fisheries and production  
of fish products

Food

Footwear

Furniture

Jewelry

Leather goods

Meat products

Pulp-and-paper products

Plastic products

Textile

Tobacco products

Traditional services Agricultural services

Wholesale trade  
and e-commerce
Water treatment and distribution, waste 
treatment
Tourism

Production and transportation of oil and 
gas
Printing

Transport and logistics

High technology 
industries

Aircraft and spacecraft construction

Automobile industry

Pharmaceuticals

Telecommunication equipment

Microelectronics and instruments

Electrical equipment and lighting
Medical equipment

Heavy mechanical engineering

Office equipment, leisure products

Shipbuilding and water transport

Creative industries Publishing, design, marketing

Sound recording

Culture

Film industry

Knowledge-
intensive services

Business services, ICT

Education and R&D

Financial services

Insurance

Source: compiled by the authors. 

Notе: The overall development level of the specialization industry is 
calculated as the combined development level of the specialization 
industry in all regions. For each region, the development level of 
the specialization industry can vary between 0 (the region does not 
specialize in this industry) and 4 (meets all development criteria).
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Geographical proximity to “Vortexes” primarily reduc-
es the “Streams’” sectoral autonomy. In other words, 
regions that do not have a million-plus city turn out 
to be dependent upon the industry structure of the 
neighboring regions which do and upon the demand 
generated there. There may be a migration of indus-
tries from the “Vortex” to the “Stream” zone. In turn, 
the members of the first group of regions increasingly 
focus on knowledge-intensive services and high-tech 
industries.

“Stream”-type regions captured by the structural trans-
formations stemming from the “Vortex” begin to fo-
cus on traditional manufacturing and service sectors, 
often abandoning high-tech ones. For example, the 
Oryol and Kursk Regions have lost their specializa-
tion in microelectronics, the Kurgan and Smolensk 
Regions — in the automotive industry, and the Saratov 
Region — in electrical equipment and lighting.
It was discovered that high-tech production, knowl-
edge-intensive and creative services are proliferating 
much more slowly, remaining the prerogative of major 
economic centers. Probably “Stream” regions use the 

potential left over from the Soviet period, restructur-
ing the available capacities to meet consumer demand 
from the nearest million-plus cities. Attracting addi-
tional investments, including foreign ones, plays a sig-
nificant role here.
It takes more than just strategic vision and efforts by 
the public and private sectors, science, and education 
to successfully implement structural changes. The re-
gion’s location is also important: whether it happens 
to be in a “Vortex”, “Stream”, or “Safe Harbor” zone. 
However, there are no grounds to speak about fate, 
dependence, or pressure. Compared to “Vortexes,” 
structural changes in “Stream” regions are much more 
pronounced, since the latter have a smaller popula-
tion, are engaged in fewer activities, and have a smaller 
GRP. They tend to be more highly specialized, with 

“Emergence” and “Deterioration” models dominating. 
As a result, structural transformations in such regions 
are more tangible for the economy and the population, 
who have to adjust to new economic realities imposed 
from the outside more often than people in other re-
gions do. Furthermore, the rate of such changes is not 
always connected with the wellbeing of the population 
and economic growth. Apparently, “Stream” regions 
do not always fully benefit from the changes taking 
place in them due to external factors, primarily the 
proximity to large economic centres.
When designing approaches to planning the territorial 
development of a country, compiling a list of promising 
regional specialization sectors and developing socioeco-
nomic strategies, it is important to take into account the 
macro-regional logic of industry dynamics described in 
this paper. For example, as was already noted, the fed-
eral Spatial Development Strategy comprises a list of 

Source: compiled by the authors. 
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Figure 9. Distribution of Development Scenarios by Specialization Industry in Regions in 2005-2015 
(number of times scenario was implemented)
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Source: compiled by the authors. 
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“effective economic specializations” whose development 
should strengthen the competitiveness of regional econ-
omies. However, implementing the current objectives 
requires more than just a list: an integrated approach is 
in order, regularly verified and updated, and impartial 
in relation to the authorities.
In our opinion, the verification of regional develop-
ment priorities in terms of specialization industries 
should involve not only a comparison with the list of 
current specialization areas, but also being aware of 
and understanding the region’s type and structural 
model. The scale and rate of structural changes play 
an important role here as does their impact upon the 
current industry portfolio. Knowledge of these factors 
allows one to clarify the requirements and support 
measures for specific territories. In some cases, addi-
tional incentives to promote change provided by the 
federal center will turn out to be meaningless., while in 
others redoubled efforts will be required. For example, 
unlike in “Safe Harbor” regions, major transforma-
tions occur in “Vortex” and “Stream” areas. It makes 
sense to revise the list of effective specialization in-
dustries there more often. In “Vortexes”, experiments 
with launching new industries can be carried out on a 
particularly large scale due to their highly diversified 
economy which reduces the population’s sensitivity to 
possible failures. In contrast, “Stream” regions need 
additional social support due to their economies’ high 
sensitivity to structural change. Promoting the devel-
opment of major agglomerations has a powerful im-
pact upon the development of the neighboring regions.
Finally, the new data allows us to clarify the require-
ments for regional authorities in the structural devel-
opment field, in particular choosing new specialization 
areas. In some cases, a region is “squeezed” by objective 
limitations related, for example, to geographical and lo-
gistical factors. In others there may be significant scope 
for shaping the industry structure of the regional econo-
my, which is not always used effectively, not by far.

Conclusions
Identifying specialization industries is fundamental to 
the socioeconomic evolution of the Russian regions. 
The results of our study indicate the need to under-
stand not only the composition of such sectors, but 

also the level of their development and the dynamics 
of structural change.
Over the past decade, the regions in the western part 
of the country have been affected by structural changes 
more than others. For example, a full-scale transfor-
mation occurred in the CFD: increased production of 
goods and services to meet consumer demand, and 
reduced output of products for industrial applica-
tion. Such changes are typical of regions located in 
geographic proximity to million-plus cities whose de-
mand sets directions for sectoral restructuring, and for 
the profiling of the neighboring territories.
In our opinion, the dynamics of structural changes 
in Russian regions is comparable to the rapid flows of 
water in a whirlpool, which are changing the struc-
ture of the economy and affect the well-being of the 
population and economic growth in different ways. 
As in the epicenter of a maelstrom, regions with a 
million-strong city focus on promoting the develop-
ment of their current specialization industries, first 
of all knowledge-intensive services and high-tech 
industries. The neighbouring territories fall into the 
turbulent flows of structural change streaming from 
the center and promote the development of tradi-
tional services and industries. Last of all, the changes 
affect regions removed from major economic centers. 
These are comparable to “Safe Harbors” where struc-
tural transformations occur at a much slower rate, 
with no evidence of sharp bursts.
This proposed approach provides a theoretical basis 
for fine-tuning measures to support industry develop-
ment in regions that vary not only in terms of welfare 
and economic development, but also in the rate of 
structural transformation, sensitivity to changes in the 
industry portfolio, and territorial proximity to major 
agglomerations.

This article was prepared as part of a research project on the 
topic: “Analysis and modelling dynamics of science and tech-
nology development with the use of statistical indicators”, per-
formed by the HSE in 2019. The authors are grateful to Vasily 
Abashkin and Kirill Tiurchev  — staff members of the Russian 
Cluster Observatory of the Institute for Statistical Studies and 
Economics of Knowledge of the National Research University 
Higher School of Economics for their contribution to discuss-
ing the methodology for identifying and evaluating regional 
specialization industries.
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Abstract

The paper discusses the technological specialization 
and patent portfolios of the Russian ‘technograds’ — 
the cities which are the key actors in contributing 

to the development of new technologies in the country.  
A patent analysis used for the study allowed us to identify 
technological domains where these cities have a significant 
competitive advantage and high potential for further growth. 
According to the research-intensity of the domains prevailing 
in their technological specialization, the technograds might 
be divided into three categories: oriented towards mostly 
high technologies (Moscow, St Petersburg, Tomsk), low 

Кeywords: technological specialization; technological 
development; technological resilience; cities; patent 
analysis; Russia

technologies (Krasnodar, Perm), and those with mixed 
specialization including both high and low tech (Voronezh, 
Ufa, Kazan, Novosibirsk, Ekaterinburg, and Samara).

To achieve the aim of the research, a new methodological 
approach was elaborated upon to analyze patent data for 
individual cities and other smaller geographical units. As a 
result, the paper might be of interest not only for practitioners 
and decision makers on the regional and municipal levels, 
but also for researchers in the fields of regional economics, 
economic geography, and economics of science, technology, 
and innovation.
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In the research literature, large cities are tradi-
tionally believed to be the main “growth points” 
of national economies, as industry, science, and 

technology development centers [Boschma et al., 
2014; Jacobs, 1969; Glaeser et al., 1992; O’hUallachain, 
1999]. Facilitating the emergence of agglomerations 
serves as an efficient tool for promoting this growth 
[Andersson et al., 2005] by concentrating resources 
and creating conditions to encourage the free ex-
change of ideas between individuals, organizations, 
and industries which ultimately results in higher in-
novation activity [Balland, 2015a; Carlino, Kerr, 2014; 
Jacobs, 1969; 1984; Jaffe et al., 1993]. Due to their im-
portant role, large cities inevitably command the at-
tention of researchers specializing in a wide range of 
disciplines, including spatial and regional economics, 
economic geography, urbanistics, science, technolo-
gy, and innovation economics, and so on. Apart from 
purely theoretical issues, these disciplines also deal 
with applied objectives, among other things, they an-
alyze modern agglomerations’ technological special-
ization and potential.
Major Russian cities certainly make a large contri-
bution to the country’s technological development. 
They are where most new technologies are developed, 
as evidenced by patent statistics. In 2017 about a 
third of all patent applications for inventions filed in 
Russia were filed in two cities, Moscow (5,500) and St. 
Petersburg (1,600) [Rospatent, 2018]. Meanwhile, the 
capital (and other) cities’ technological specializa-
tions (i.e. priority areas for the development of new 
technologies that focus on the domestic or global 
market) remains poorly researched in the Russian lit-
erature. A possible reason is the lack or insufficient 
availability of the required data: relevant statistics are 
aggregated only at the regional level, while other data 
sources (such as patent databases) frequently have 
only national-level figures (by inventors’ and appli-
cants’ country).
Our paper aims to fill a gap by presenting the results of 
analyzing the technological specialization of Russian 

“technocities”, or “technograds”, which are the nation-
al leaders in new technology development. This is an 
important and very practical research objective as it 
would help not only identify the cities’ current the-
matic priorities and potential but also predict future 
technology development paths and assess their vul-
nerability in the event of a crisis. The importance of 
this work is confirmed by various studies on assessing 
the impact of specialization upon cities’ technologi-
cal diversification and the growth of their innovative 
activity.

Cities’ Technological Specializations  
and Sustainability
Technological specialization is analyzed at different 
levels: for particular organization types [Dachs et al., 
2007; Pattel, Pavitt, 1991], industries [Ha et al., 2015], 
regions, and countries [Archibugi, Pianta, 1992; Ejermo, 
2005; Pianta, Meliciani, 1996]. However, at the level of 
cities, such studies are conducted much less often. For 
example, one of the best-known works in this field 
[Cortright, Mayer, 2001] presents an evaluation of the 
specializations of 14 US cities that are considered high 
technology development centers. Having analyzed 
the employment, patenting activity, and venture capi-
tal flows, the authors discovered that despite the cit-
ies’ common focus on promoting high-tech industries, 
each of them has a particular and very narrow special-
ization. For example, developers in Atlanta specialize 
in databases, in Boston – computer technologies, medi-
cal equipment, and software, in Denver — data storage 
technologies and equipment, telecommunication soft-
ware, and other areas. The dynamics of US cities’ spe-
cialization and the different paths of their technological 
development are also discussed in [Rigby, 2015; Kogler 
et al., 2013]. A few studies of this kind were carried 
out in other countries too, in particular in Germany 
[Vlckova, et al., 2018] and China [Xia, Hu, 2014].
An attempt at international comparison was made in 
[Kogler et al., 2018]. The authors compared the pat-
ent portfolios of 20 large cities in five countries: China, 
France, Israel, the Netherlands, and the US. The study 
revealed significant differences in the agglomerations’ 
technological specializations, including in the same 
country. According to the authors, their results have 
significant practical value since they clearly demon-
strated that a “one-fits-all” approach cannot be applied 
to manage cities’ technological and innovative devel-
opment.
Such rapt attention to technological specialization at 
all levels is due to the latter’s potentially high economic 
importance. Understanding the limits of specialization 
allows one to identify the competitive advantages of 
organizations, regions, or countries, along with deter-
mining their position in regional, national, or global 
technology markets [Giannitsis, Kager, 2009], and 
(provided wise and efficient management decisions 
are made) turn the existing technology profile into a 
source of advantages. This analysis becomes particu-
larly relevant during economic crises or cost optimiza-
tion periods, when investment priorities need to be set.
Assessing specialization not only helps one to better 
understand the available competencies but forecast 
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future technological development, since the latter is 
path dependent while its scope is limited by the range 
of technologies that are being successfully developed 
in the country, region, or city at present [Cantwell, 
Vertova, 2004; Strumsky et al., 2012]. [Boschma et al., 
2014] come to similar conclusions, having analyzed 
the patenting activity in 366 US cities in 1981-2010. 
Their study revealed that new technologies that fit into 
the specialization areas in the city’s portfolio are more 
likely to emerge and successfully develop. And vice 
versa, technologies completely unrelated to these spe-
cialization areas (i.e., those with a low relatedness lev-
el)1 face the risk of gradually fading and disappearing.
Rigby [Rigby, 2015] also analyzed the dynamics of 
various technologies’ development in major US ag-
glomerations and their relation to the cities’ cur-
rent technological specialization. He concluded that 
in most cases the available competencies tend to fall 
within a limited range of related technologies. Further, 
these competencies determine future knowledge cre-
ation paths. “Core” cities tend to be highly inertial: 
radical changes in their technological specialization 
occur rarely, and if they do, the process is likely to be 
quite slow.
Understanding regions’ and cities’ specialization can 
also be useful for predicting the risks of “technological 
crises”, that is, long periods of decline in inventive and, 
as a consequence, patenting activity caused by various 
external shocks or internal factors. A number of stud-
ies in the field of regional and urban technological re-
silience (e.g., [Balland, et al., 2015b; Boschma, 2015]) 
showed that cities where technological “despecializa-
tion” is taking place, those that develop a whole range 
of technologies unrelated to each other, are less likely 
to experience technological crises, tend to recover 
from them faster, and on the whole perform “techno-
logical updates” more efficiently. On the contrary, cities 
with a narrow specialization tend to experience more 
pronounced periods of technological decline (with a 
deeper drop in patenting activity level), which happen 
more often and last longer.
Thus, the results of previous studies indicate that as-
sessing Russian cities’ technological portfolios and 
identifying priority technology areas for them would 
be quite useful. This will help, firstly, to determine the 

“core” competencies of the territorial units that current-
ly drive the country’s technological development and 
more accurately describe the Russian technological 

landscape. Secondly, predicting future technology de-
velopment paths in Russian urban agglomerations will 
become possible, along with assessing their potential 
for diversifying current technology portfolios. Finally, 
analyzing the specialization structure will help predict 
the onset of technological crises in Russian technoci-
ties and the latter’s recovery potential. The novelty of 
the proposed approach is confirmed by the lack of 
such studies based on domestic material.

The Empirical Basis and Methodology  
of the Study
Assessments of technological specialization are 
traditionally based on analyzing patenting activ-
ity and studying its thematic structure and dynamics 
[Grilliches, 1990; Gokhberg, 2003]. Patenting is the most 
common way of protecting the results of innovative 
activity in most technology areas, which makes patent 
documentation an important source of information 
on new technical solutions [Gokhberg, 2003]. Patent 
documents contain detailed information such as the 
inventor and patent holder, the country and the patent 
office, the date of filing the application, and the actual 
issuing of patent. Patent data is a valuable empirical 
material which allows one to accomplish numerous 
research objectives. In particular, each such document 
specifies the technology groups in which the patent-
ed object belongs [Fleming, Sorenson, 2001]. In most 
countries including Russia, the International Patent 
Classification (IPC)2 is used for these purposes, whose 
codes, along with alternative classifications’ identifiers, 
allow one to assess the thematic structure of patent-
ing activity and the rate of technological development. 
Our distribution of patent documents by specialization 
area is based on the Technology Concordance Table 
[Schmoch, 2008] which serves as a tool for comparing 
the IPC with 35 technology areas including computer 
technology and digital communications, pharmaceu-
ticals and biotechnologies, microstructural and nano-
technologies, and so on.
Though patent analysis procedures on the whole are 
standardized and well-known, measuring cities’ pat-
enting activity and technological specialization re-
mains a very challenging task. The existing open and 
commercial patent databases are not sufficient for an 
unbiased and detailed analysis of the aforementioned 
territorial units3. So, for the purposes of our study a 
method for working with patent documentation was 

1 In this context relatedness is measured in terms of the International Patent Classification codes. See [Rigby, 2015] for a patent and citation analysis 
conducted specifically for these purposes.

2 Access mode: http://www1.fips.ru/wps/portal/IPC/IPC2016_extended_XML/, last accessed on: 14.06.2019.
3 The only exception is the US where residents’ patent applications and patents are reflected in certain commercial databases (e.g. Orbit) which have search-

by-state functionality. However, even they have serious technical drawbacks.
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Таble 1. Algorithm for Building the Empirical Basis of the Study  
and Steps Taken during the Process

Stage Steps Undertaken
Searching for, and 
exporting all patent 
applications for 
inventions filed in 
Russia by residents *

Due to the technical limitations of the open RF Registry of Inventions** (the key source of data for our analysis), 
the objective was accomplished using the PatStat Global database which aggregates data from most of the 
world’s patent offices including the largest ones, such as the US Patent and Trademark Office (USPTO), the 
European Patent Office (EPO), and the Japan Patent Office (JPO). The period between 2008-2016 was chosen 
for analysis***, which allowed us to assess emerging trends and avoid random short-term patenting activity 
fluctuations. A total of 180,000 patent applications were downloaded into our own PostgreSQL-based database.

Building a registry of 
applicants

Building a list of unique names of organizations (for legal entities) and personal names (for individuals) by 
exporting data from relevant fields of the downloaded patent applications. After applying logical control and 
removing erroneous lines, the registry contained 55,000 units. To make the results unbiased, two applicants 
(individuals) were excluded from the registry because of their unprecedently high patent activity values which 
distorted the picture not only for a particular city but also for the whole country.

Automated search for 
applicants’ addresses 
in the RF Registry of 
Inventions

For each unique applicant in the registry, a search was made for the single application linked to the document 
number (or a random one if there were several); then the address indicated in the document was added into 
our own database and applied to all applications filed by the applicant. This approach is potentially fraught with 
certain limitations: firstly, it links all applications by the applicant to a single place of residence (registration), 
though it may have changed (e.g., in the case that the applicant moved); secondly, it automatically considers the 
mailing address indicated in the patent application as the applicant’s (as opposed to, e.g., the patent attorney 
or the organization providing such services); finally, thirdly, it ignores the possibility that applicants living in 
different regions may have exactly the same name. However, the risk of error remains quite low: the selective 
data control procedures did not reveal any such cases.

Breaking down patent 
applications by city

The automatic processing of postal codes indicated in the address field of the document allowed us to link 
each patent application to a specific city. Accordingly, applications filed by applicants residing in the territories 
now incorporated into New Moscow before 2016 were not linked to the capital city: though the administrative 
boundaries were changed in 2011-2012, the postal codes were updated only in 2016.

Notes:
* Due to technical difficulties with obtaining relevant data, patent applications filed by Russian applicants abroad were not taken into account. However, 
since the share of such applications over the past five years has averaged at 14% and their thematic structure generally matched the structure of applications 
filed in Russia, their exclusion from the sample does not significantly affect the results of the analysis.
** It was not possible to search for documents by applicant status (resident/non-resident) or divide them by technology area; restrictions on downloading, 
etc.
*** A 10-year period was initially considered (2008-2017), but it has turned out that data for 2017 was included in the database we have been using only 
partially (a significant time lag in updating the data is a common feature, and limitation, of all databases containing primary patent information). As a 
result, it was decided to shorten the period by limiting it to 2016. Among other things this allowed us to calculate indicators for equal three-year periods. 
The practice of evaluating the averages calculated for 2-3 years is generally accepted and guarantees the objectivity of conclusions since it eliminates the 
effect of patent activity outliers in certain years.

Source: composed by the authors.

designed, which allowed us to overcome the existing 
technical limitations.
At the first (preparatory) stage we created the empirical 
basis for the study in line with the algorithm presented 
in Table 1: a registry of patent applications for inven-
tions filed in Russia by residents and grouped by the city 
of their residence, technology area, and year of filing. 
Next, the cities were ranked by the number of domestic 
applications filed in 2008–2016. For high-ranking cities, 
the following key indicators were calculated:
•	Total number of applications for inventions filed in 

Russia (by year);
•	Average annual growth rate;
•	 Shares of each of the 35 technology areas in the 

total number of applications for inventions filed by 
residents in the city (technology weight);

•	The city’s share in the total number of applications 
for inventions filed in Russia in each of the 35 tech-
nology areas (city weight);

•	Concentration indices and, calculated as sums of 
weights of 5 and 10 largest technology areas, re-

spectively, in the city’s patent portfolio, which 
measure its specialization level (or, conversely, di-
versification);

•	Technological specialization index (TSI) which 
serves as a conventional metric for accomplishing 
our objective4.

The TSI is calculated by comparing the structure of 
patent applications for inventions filed by residents in 
a specific city with the general structure of applications 
filed in Russia by residents. We have only considered 
the areas with a TSI value higher than 1.1 as cities’ 
technological specialization areas, those represented in 
cities’ patenting activity structure much better than the 
national average. The main results of our analysis, in-
cluding descriptions of Russian technocities’ technol-
ogy portfolios and specialization, are presented below.

Results of the Study
Moscow and, far behind it, St. Petersburg were the 
expected leaders in the ranking of Russian cities by 
the number of patent applications filed in 2008–2016. 
Another nine agglomerations (Voronezh, Ufa, Kazan, 

4  See  [Gokhberg, 2003; Khramova et al., 2013] for more about the TSI and its interpretation.
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Novosibirsk, Yekaterinburg, Krasnodar, Perm, Samara, 
and Tomsk) made a quite homogeneous group, sig-
nificantly behind the leaders but ahead of the second 
ten cities. It is the leaders identified in the course of 
this study that we call “technocities” to emphasize the 
importance of their contribution to the country’s tech-
nological development: technocities account for more 
than half of all patent applications for inventions filed 
by residents in Russia.
Not all technocities are among the largest Russian ur-
ban areas. For example, according to Rosstat, Voronezh, 
Ufa, Krasnodar, and Perm are in the second ten cities in 
terms of population, while Tomsk is even in 28th place. 
On the other hand, Nizhny Novgorod, Chelyabinsk, 
Omsk, and Rostov-on-Don do belong in the ten larg-
est cities in Russia, but they did not make it into the 
group of patenting activity leaders. However, the exist-
ing statistical limitations do not allow one to analyze 
the correlation between cities’ patenting activity and 
their R&D potential (in terms of expenditures, person-
nel, etc.). Still, the simplest comparison of the number 
of patented inventions with the size of the population 
shows that cities manage their resources differently.
On the whole, our results coincide with the conclu-
sions of other studies in that the majority of inventions 
are created in large urban agglomerations, though 
certain small towns also have a chance to succeed 
[O’hUallachain, 1999]. An important factor is having 
a successful university or a federal-level R&D center.
The group of leaders practically did not change over 
the course of ten years, indicating no patenting activ-
ity peaks in other regions and confirming the stable 
status-quo on the Russian IP market.

“Core” Technology Cities: Specialization  
vs. Diversification
In the first, theoretical section of the paper we noted that 
the broader the city’s technological specialization area, 
the higher its potential for developing new technologies 
and for post-crisis recovery. Our analysis indicates that 
in these terms, two Russian technocities, Moscow and 
Novosibirsk, have the highest potential, due to their di-
versified technology portfolios (Figure 1).
In the capital, the five largest technology areas ac-
count only for about a third of all patented inventions. 
The highest concentration indices are noted in Perm 
(51.6%), Tomsk (53.1%), and Krasnodar (61.1%), in-
dicating the clear prevalence of a narrow range of 
technology areas in their portfolios. Furthermore, 

Krasnodar’s index significantly increased in 2008-2016, 
contrary to the diversification trend that is common 
for Russian technocities.

Technocities’ Technological Specialization Areas
The main results are presented in Table 2. Technocities’ 
technological specialization areas are marked in red. 
Reading the table horizontally, you can see the cities 
with potential to develop certain technologies. Reading 
the table by column, you can get an idea of the cities’ 
technological portfolios and the areas of their current 
specialization.
Our analysis allows us to break technocities down into 
three groups, on the basis of the characteristics of the 
technology areas they specialize in5. The first group 
comprises cities primarily focused on innovative tech-
nology areas, with high technologies dominating their 
portfolios. We included Moscow, St. Petersburg, and 
Tomsk in this group.
Moscow’s technological specialization includes several 
information and communication technology areas. 
The metropolitan region is a key developer of new in-
formation technologies, home to domestic IT compa-
nies actively patenting their inventions in Russia and 
abroad, such as Kaspersky Lab, Yandex, and ABBYY. 
In the computer technology field, Moscow accounts for 
about half of all patent applications filed by residents 
in Russia in 2014–2016. Other high-tech specialization 
areas in Moscow include biotechnology and micro-

Figure 1. The Dynamics of Technocities’ 
Concentration Index  (С
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4  The International Patent Classification (IPC) and OKVED provided the methodological basis for the suggested typology of technocities [Van Looy et al., 
2014] along with the classification of economic activities [Galindo-Rueda, Verger, 2016].
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Таble 2. Technocities’ Technological Specialization Areas: 2014–2016
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Electrical engineering

1 Electrical equipment, equipment for the 
generation, transmission, and distribution  
of electricity

* * * 1.50 1.63 * 1.14 2.27

2 Audio-visual technologies 1.15 1.45 1.30
3 Telecommunication 1.67 2.37 1.98
4 Digital communication 1.16 3.42 1.21
5 Basic communication systems 1.30 3.86
6 Computer technologies 1.85 1.52
7 Management information technologies 1.73 1.16 2.71 1.85 1.15
8 Semiconductors 1.44 1.22 1.23 1.67 1.55

Instruments
9 Optics 1.63 2.59 4.09

10 Measurement technologies * 1.77 * * * 1.43 * * * * 1.73
11 Biomaterial analysis 1.19 2.66 1.27 2.33
12 Instrumentation 1.33 1.27 1.12
13 Medical technologies 1.12 1.31 * 1.10 1.11 * 1.26 * * 1.78 1.60

Chemical engineering
14 Fine and organic chemistry 6.44 1.32 1.96 1.14 1.35 2.35 1.24
15 Biotechnology 1.87 2.18
16 Pharmaceuticals 1.10 * 1.94 1.11 1.25 * * * * 1.71
17 Macromolecular chemistry, polymers 1.11 1.18 1.32 2.02 1.43
18 Food chemistry * 4.01 * 6.21
19 Basic materials chemistry * 3.04 2.92 1.72 1.41 1.13
20 Materials, metallurgy * * * * 2.66 1.58 1.43 1.67
21 Surface treatment, coating 1.14 1.53 1.28 1.14 1.39 1.22
22 Microstructural and nanotechnologies 1.16 2.01 1.69 1.32 1.57
23 Chemical engineering * * * 1.87 * 1.96 * 1.95 1.15
24 Environmental protection technologies 1.96

Mechanical engineering
25 Processing 1.52 1.46 1.65 1.26
26 Machine tools 1.13 1.34
27 Engines, pumps and turbines * * 1.33 * 1.80 * 2.27 2.07
28 Paper and textile machines 1.37 1.26 1.47
29 Other special-purpose machinery * * 1.47 * * 2.07 * *
30 Thermal processes and heating devices 2.02 1.29 1.97 1.16
31 Mechanical components * * * 1.26
32 Transport * 1.45 * * 1.14

Others
33 Furniture, games 2.30 3.33 1.78 1.13
34 Other consumer products 1.65 1.42
35 Civil construction * * * 1.13 1.42 * * 2.67 1.16 *

Note: cities’ technological specialisation areas (ITS) are marked in red; other major technology areas (whose share in the total number of patent applications 
filed in the city exceeds the national average) are marked with asterisks.
Source: composed by the authors.
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structural and nanotechnologies. In the first case, the 
city accounts for almost 50% of all patent applications 
and in the second for about a third of them. Over the 
past decade, areas such as semiconductors, materials 
chemistry, surface treatment, and coating technologies 
have also been actively developing in the capital city. 
On the whole, the technocity of Moscow’s technology 
portfolio is highly diversified and includes impressive 
groundwork results in many industries, which increas-
es the likelihood of new technologies’ emergence.
St. Petersburg specializes in developing electrical engi-
neering technologies almost across their entire range, 
including audio-visual, telecommunication, and com-
puter technology. In terms of quantitative indicators, 
the best results so far have been achieved in digital 
communication (26% of all patent applications filed by 
residents in Russia in 2014–2016). The city’s techno-
logical specialization also traditionally includes optics, 
instrumentation, medical technologies, and biotech-
nology.
Tomsk displays an appreciable lead in measurement 
technologies (the largest area in the city’s patent port-
folio), fine and organic chemistry, pharmaceuticals, 
microstructural and nanotechnologies. Notably, none 
of the technologies in the last two classification groups 
(Mechanical engineering and Other) is present.
The second group of technocities comprises cities 
mostly focused on developing less research-intensive, 
or low technologies: Krasnodar and Perm.
Krasnodar specializes in a range of chemical areas such 
as food chemistry, materials chemistry, chemical en-
gineering, and fine and organic chemistry. In some of 
them, the city displays very impressive performance. 
For example, Krasnodar accounts for over 13% of food 
chemistry-related patent applications filed by residents 
in Russia in 2014–2016. More than a quarter of all in-
ventions patented by applicants from this city belong 
in this field. The “Other special-purpose machinery” 
group also has a strong position in the city’s portfolio 
(it mainly comprises agricultural machinery).
Perm’s technological specialization includes a number 
of areas related to chemical and mechanical engineer-
ing including engines, pumps, turbines, materials, met-
allurgy, machinery for making paper and textiles, and 
basic materials chemistry. In the first one, applicants 
from Perm filed almost 4% of all Russian patent ap-
plications for inventions in 2014–2016 — a significant 
contribution, given that the city’s average share in all 
technology areas does not exceed 1.5%. Certain areas 
traditionally included in the high-technology group 
are also being developed in Perm, such as fine and or-
ganic chemistry, microstructural and nanotechnolo-
gies. Nanotechnology only recently became part of 

the city’s technological specialization (in 2014–2016). 
Previously there was either no patenting activity in this 
area at all (in 2008–2010), or it was insignificant (in 
2011–2013). Perm can be considered a borderline case: 
the more traditional areas which obviously dominate 
the current technological specialization structure with 
time may be replaced by a number of new areas whose 
high growth rate could “shake up” the existing model.
Finally, the third and most numerous group comprises 
technocities specializing in a whole range of areas, re-
gardless of their technological level or research inten-
sity. We included Voronezh, Ufa, Kazan, Novosibirsk, 
Yekaterinburg, and Samara in this group.
Voronezh specializes in developing a wide range of 
technologies from digital communications to special-
purpose machinery. The mix of technology areas where 
the city’s contribution to Russian applicants’ patenting 
activity is most apparent also highlights the diversified 
nature of its technological development. Food chemis-
try is the leader here (Voronezh’s share is 11.5%, while 
the city’s average in all areas is 3.1%), along with basic 
communication processes (11.0%). Several high tech-
nology areas fell out of the city’s technological special-
ization during the period under consideration, among 
them audio-visual and digital communication tech-
nologies.
Ufa is clearly focused on developing chemical technolo-
gies: they account for half of all patent applications filed 
by applicants from this city in Russia, with numerous 
relevant areas falling within the scope of its specializa-
tion. Ufa makes a special contribution to the develop-
ment of fine and organic chemistry on the national 
scale: more than 14% of patent applications (while the 
city’s overall share is just about 2.5%). This is mainly 
due to the activities of a key developer in this field, the 
Institute of Petrochemistry and Catalysis of the RAS.
Kazan’s specialization includes the development of 
new semiconductors and polymers, fine and organic 
chemical technologies, and basic materials chemis-
try. Optics has a special position in the technological 
portfolio of Novosibirsk: about 9% of domestic inven-
tions in this field in 2014–2016 were made in this city. 
Novosibirsk’s potential in biotechnology is also note-
worthy: in technocities’ ranking by the number of pat-
ent applications filed in Russia in this field during the 
past decade, the city has invariably remained third (af-
ter Moscow and St. Petersburg). The credit largely goes 
to the Institute of Chemical Biology and Fundamental 
Medicine of the SB RAS, the city’s most active appli-
cant in this area.
The calculated concentration indices indicate a gradual 
diversification of Yekaterinburg’s and Samara’s techno-
logical portfolios over the last decade. As a result, to-
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day both these technocities specialize in developing 
a whole range of new areas, high- and low-tech alike. 
The first segment comprises management IT, bioma-
terial analysis, medical technologies for Yekaterinburg, 
plus audio-visual, microstructural and nanotechnolo-
gies, while the second comprises materials, metallurgy, 
furniture, and games.

Conclusion
Large cities act as drivers of technological development 
in Russia and most countries of the world. Due to the 
geographical concentration and access to resources (fi-
nancial, human, and technical), new technologies are 
developed most proficiently there, which among other 
things is expressed in patenting activity. Over the last 
decade the group of technology leaders in the country 
remained virtually unchanged. Such stability on the one 
hand may indicate that other players on the domestic 
technology market made no significant breakthroughs, 
but on the other confirm the high potential and sustain-
ability of leading agglomerations. The latter’s strategies 
and competencies are highly diversified, which is quite 
predictable given the differences in their location, access 
to natural resources, well-being, and the presence of ma-
jor R&D and educational centers. The practical impor-
tance of our study is not only in providing an empirical 
confirmation of this intuitively reliable hypothesis, but 
also in a comprehensive assessment of the patent port-
folios and technological specializations of Russian tech-
nocities, which may help governments make decisions 
and promote technological development at the regional 
and even municipal levels.

The study also allowed us to identify the areas all 
Russian technocities are involved in, which thus can 
be considered as a reliable basis for the further devel-
opment of the country’s technological potential. In 
particular, such a field is measurement technologies 
(St. Petersburg, Novosibirsk, and Tomsk specialize in 
them, but all technocities are actively involved as well: 
in almost all of them this is one the largest areas in 
terms of the number of patent applications). Thanks 
to the innovative productivity of developers from vari-
ous regions, Russia currently is the 8th in the world in 
terms of patenting activity in the measurement tech-
nologies area, while in the overall patenting ranking 
it holds 11th place6. A similar situation is observed in 
medical technologies, civil engineering, and, in recent 
years, in pharmaceuticals.
Despite the limitations of the study mentioned in the 
introductory part of the paper, it paves the way for 
further analysis of cities’ technological development, 
offering a methodology for processing patent data at 
the level of specific administrative territorial units. In 
this regard, a comprehensive study of particular tech-
nologies’ development in major cities appears to be a 
promising research area. Further research will con-
tribute not only to identifying technocities’ sustainable 
competencies, but also discovering emerging trends 
and weak signals which can affect cities’ future techno-
logical development paths.

The paper was written in the scope of research on the topic 
“Approaches to building statistical indicators of current state 
and dynamics of scientific and technological development” 
conducted by the HSE in 2019.
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Abstract

The paper explores the patterns of business investment 
in research and development (R&D) using evidence 
from companies in South Africa in comparison with 

indicators for a number of other countries. This study 
covers the period 2006–2016, the studied companies were 
grouped by the amount of R&D expenditures (BERD), the 
number of reports on research performance for the first 
and last years of monitoring. A typical characteristic of 
private sector R&D activities is the uneven distribution 
of resources in space and time. The major financial and 
other assets are concentrated within few large companies 

Кeywords: R&D performance; BERD;  
concentration; persistence; volatility; business sector; 
policy; South Africa

from a limited number of industries, while the majority 
of small and medium-sized enterprises invest in R&D 
projects only sporadically, for a period of no more than 
two consequential years. Firms that perform R&D for 
longer periods invest in R&D incrementally and remain 
more persistent than enterprises performing less R&D 
for shorter time periods. In view of the common nature 
of a number of several patterns, these observations 
suggest different approaches to policies supporting R&D 
performance in the business sector not only in South 
Africa, but also in other countries.
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Introduction
R&D performance is increasing worldwide and more 
so in the developed countries where R&D is driven 
mostly by the business sector. The increasing depen-
dence on service-orientated sectors across the globe, 
the rise of knowledge-driven industries, and the emer-
gence of knowledge economies over the preceding de-
cades has radically transformed the way business and 
economies operate and support growth within coun-
tries. The influence of these incrementally transfor-
mative shifts in the nature of production has similarly 
influenced the performance of R&D. These shifts have 
also influenced R&D policy within these countries to 
account for the rapid changes over the last few years. 
The impacts of these changes have however been un-
equal and have not been equally transformative within 
the Global South. This is particularly evident within 
developing countries, where most R&D is performed 
in the public sector and funded by the government. In 
developed and developing countries however, R&D 
performance in the business sector is concentrated 
in a few industries and at a relatively small number of 
firms. In addition to concentration as a characteristic 
of R&D performance, a significant number of firms are 
persistent in their performance of R&D year after year 
while a larger number exhibit volatility, appearing for 
one or two years only and spending little on R&D per-
formance.
Large firms are more likely to be performers of R&D 
than the small and medium size enterprises (SMEs). 
There are several reasons for this: large firms have the 
financial and human resources to pursue large multi-
year R&D projects, which may take years to yield com-
mercial outcomes. Furthermore, they have the capacity 
to protect their intellectual property. They possess the 
infrastructure needed to support the projects and they 
are able to employ and retain experienced personnel 
with relevant skills [Antonelli et al., 2013]. This is in 
contrast with SMEs where many of these conditions 
are not always possible to meet or initiate. 
It has been argued that concentration is a result 
of smaller firms abandoning their R&D activities 
[Rammer, Schubert, 2016]. Rammer and Schubert 
further argue that their research shows the decline 
in the number of small R&D performers is not a re-
sult of economic downturns. The number of smaller 
firms performing R&D continued to decline after the 
2008–2010 economic recession while the larger persis-
tent R&D performers continued R&D efforts during 
and following this period. The point is that persistence 
and concentration cannot be explained by business 
cycles, both are a permanent phenomena. However, it 
also known that business enterprise R&D (BERD) is 
affected by economic conditions, that is the availability 
of funding and aggregate demand [OECD, 2017]. This 
may further be influenced by the very nature of R&D, 
as defined in the Frascati Manual [OECD, 2015]. This 
definition maintains that the nature of R&D must in-
clude a level of uncertainty, novelty as well as systematic 

approaches toward the creative work undertaken. The 
uncertainty aspect often limits the scope and willing-
ness to initiate R&D projects, when the commitment 
of time, human, and financial investment required to 
achieve these project goals is considered. 
The concentration and persistence of R&D have value 
in terms of policy and economic contributions. Path-
dependency, the likelihood that a firm will repeat its 
R&D activities given its past performances, is an ex-
ample [Máñez et al., 2010]. Management capacity and 
the performance of R&D increase through learning 
by doing over time. Learning from R&D performance 
may influence the R&D persistence of firms [Máñez 
et al., 2010; Rosa, Mohnen, 2013] and their absorptive 
capacity [Cohen, Levinthal, 2006].
Performing R&D infrequently leaves the firm in a far 
less capable state to resume R&D operations at a later 
stage. This is a result of the technologies and facilities 
for R&D becoming obsolete, together with the loss of 
human resources required to perform R&D.
A decision not to perform R&D is not easy to reverse, 
the firm loses its skills and capabilities to undertake 
R&D, and market opportunities erode with time 
[Rammer, Schubert, 2016]. Máñez et al. [Máñez et al., 
2009] support these arguments that sunk costs make 
it difficult for firms to re-enter and exit the R&D land-
scape [Máñez et al., 2009]. Nevertheless, there is still 
significant volatility where there is a large number of 
one-off R&D performers and those that abandon their 
R&D activities after a few years. The reasons may differ 
from country to country, but the phenomenon is com-
mon and may have an impact upon system-wide R&D 
investment.
This paper draws on the trends of R&D performance 
of South African firms in the ten-year period of 
2006/2007 to 2015/2016. The concentration of R&D 
performance, persistence in the performance of R&D, 
volatility of R&D performers, and dominant indus-
tries are examined. This approach follows similar work 
performed elsewhere [Schellings, Gault, 2002; Rammer, 
Schubert, 2016]. Based on the empirical evidence, poli-
cies for promoting R&D in South Africa are consid-
ered. While the paper deals with South African firms, 
the findings and recommendations may be broadly ap-
plicable across the continent and the developing world. 

Methodology
The national R&D survey team at the Human Sciences 
Research Council (HSRC) has developed its in-house 
database of R&D performers among firms in South 
Africa over the past 18 years. 
This paper uses business sector R&D expenditure data 
collected in the ten-year period between 2006/2007 
and 2015/2016. The firms were divided into six R&D 
expenditure groups, which are based on the amount 
of money spent on R&D performance in South Africa. 
The R&D expenditure groups were created based on 
either the last year of the appearance of the firm in 
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the survey or the first year of its appearance (Table 1). 
Firms were also classified according to the number of 
times they reported R&D performance in the ten-year 
period being studied.

Findings
The business sector is the largest performer of R&D in 
South Africa. Despite its dominance regarding gross 
domestic expenditure on R&D (GERD), business ex-
penditure on R&D (BERD) declined in nominal terms 
between 2008/2009 and 2010/2011 and began pick-
ing up from 2011/2012 (Figure 1). On the contrary, 
the ratio of BERD to GERD has been declining since 
2009/2010 to below 50.0% and it looks set to approach 
the 40% mark unless there is an upswing of BERD in 
the following survey periods. The reasons are many, 
but the one that stands out for this series is the decline 
in BERD due to the impact of a policy decision during 
this period. Other R&D performers that ceased R&D 
over the same period may have exacerbated the decline.

This trend however, is not unique to the South African 
R&D system nor to developing countries. When re-
viewing BERD/GERD data from the OECD Main 
Science and Technology Indicators (MSTI) [OECD, 
2019], it emerged that a large number of countries ex-
hibit a similar decline in BERD/GERD ratios across the 
recent reference period. Figure 2 shows that Mexico, 
Argentina, Greece, and Portugal1 have recorded gen-
eral decreases in the BERD/GERD ratio within the 
ten-year reference period (2006-2015), in which most 
had a BERD/GERD ratio below 50%. Declining BERD/
GERD ratios are key indicators pointing to possible 
changes in domestic R&D systems. These changes may 
be related to turbulent economic conditions, declining 
private investment, changes to the political and policy 
environment, and minimal Foreign Direct Investment 
(FDI). 
The analysis of the results begins with a review of the 
distribution of firms, according to expenditure group, 
in each of the ten years examined in this paper.
Metadata from the National R&D survey series pro-
vides information on the total number of firms re-
turning survey questionnaires (containing R&D 
information) each year across the ten-year reference 
period (Table 2). The R&D survey on average covers 
approximately 500 firms, despite larger numbers being 
requested to participate annually. The impact of the 
2008 financial crisis on the number of South African 
R&D performing firms can be observed within the da-
ta in Table 2, however, it appears from 2014/2015 that 
the number of R&D performing firms are increasing. 
The business enterprise sector in South Africa consists 
of large and small R&D performing firms. The firms 
represented in the South African survey are not re-
presentative of all domestic businesses, but a purposive 
sample of R&D performing firms within the domestic 

Таble 1. R&D Expenditure Groups 

Expenditure Group ZAR
Massive R&D 40 million or more
Large R&D 20 million – 39 999 999
Medium Upper R&D 10 million – 19 999 999
Medium Lower R&D 5 000 000 – 9 999 999
Small Upper R&D 1 000 000 – 4 999 999
Small Lower R&D less than 1 000 000

Note: all R&D expenditure in this paper is in current Rands (ZAR).

Source: authors.

Figure 1. South African BERD and the BERD/GERD Ratio (2006–2016) 

Source: [HSRC, 2017].
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Таble 2. Number of Firms Present in Annual South African R&D Surveys  
by R&D Expenditure Groups (2006/2007 – 2015/2016) 

Expenditures 
(ZAR millions)

2006/ 
2007

2007/ 
2008

2008/ 
2009

2009/ 
2010

2010/ 
2011

2011/ 
2012

2012/ 
2013

2013/ 
2014

2014/ 
2015

2015/ 
2016 Total

More than 40 53 59 59 58 54 53 53 55 61 60 565
20–40 51 51 51 59 47 50 37 38 36 34 454
10–20 49 59 65 53 47 47 46 52 52 52 522
5–10 63 59 64 60 57 48 58 50 58 54 571
1–5 248 262 282 255 106 114 127 115 152 133 1794
Less than 1 213 233 241 162 64 68 81 68 78 132 1340
Total 677 723 762 647 375 380 402 378 437 465

Source: [HSRC, 2017].

Figure 2. BERD/GERD Ratio, South Africa  
and Selected Countries (2006–2015)

Sources: [OECD, 2019; HSRC, 2017].
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private sector. This sample consists of R&D perform-
ing units whose investment in R&D activities covers 
a broad range of expenditure values. The segments 
within these investment profiles have been further dis-
aggregated to best reflect the size and nature of R&D 
investment across the private sector (see Table 1 above).
Understanding the profiles of R&D performing firms 
within the South African economy relates not only to 
the relative size of annual R&D investments but also 
to the regularity of this investment across a given time 
period. This relates to the concept of persistence of 
R&D investment, which is the individual enterprises’ 
continued annual investment in R&D activity as re-
flected within subsequent R&D survey measures. At 
the opposite end of this spectrum, is the notion of 
volatility where firms appear less frequently in annual 
R&D statistics as a result of less persistent investments 
or investment strategies as they relate to internal R&D 
programs [Rumbelow, Blankley, 2012]. Understanding 
R&D persistence and volatility allows researchers and 

policy makers to devise instruments that will support 
various actors in any R&D system that will move one 
toward adopting strategies that advance a strategic ad-
vantage that propel knowledge generation, and ensure 
adequate knowledge transfer and human capital devel-
opment. Kang et al. (2017) argue that acquiring knowl-
edge consistently through R&D investment across a 
longer period is more efficient than investing a similar 
total value in half of the original time period [Kang et 
al., 2017].
Between the concepts of R&D persistence and volatil-
ity rests a similar concept of R&D concentration. This 
relates to a large amount of R&D performance emanat-
ing from a relatively small number of R&D performing 
firms. While there will always be some level of R&D 
concentration in an economy, at a general level or 
within particular industrial sectors, the concentration 
of R&D indicates a large amount of R&D expenditure 
originating from a small number of firms. 
R&D performing firms were classified using the 
groupings indicated, based on their annual R&D in-
vestment profile. As expected, firms investing larger 
annual R&D budgets contributed significantly more to 
total BERD, when compared to firms committing to 
smaller BERD investments. When reviewing the South 
African data, it is clear that the number of firms invest-
ing larger amounts in the performance of R&D rep-
resent a smaller portion of the total number of firms 
surveyed. Figure 3 above demonstrates this finding, 
wherein 61.0% of total BERD in South Africa across a 
ten-year period, was invested by only 5.0% of compa-
nies that performed R&D within this period. 
At the opposite end of Figure 3, it remains clear that 
the largest number of firms (71.0% in the two smallest 
classes) contribute a significantly smaller share to total 
R&D performance (8.0% of funding spent). 
This pattern is indicative of highly concentrated of 
R&D in South Africa and may highlight the need for 
strategic policies to best address the relative persis-
tence, volatility, and concentration of R&D activity. 
Alternatively, the concentration phenomenon can 
be assessed using the number of firms as illustrated 
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in Table 3. From 2013/2014 to 2015/2016, the top 
10 firms made up almost half of BERD. In 2014/2015 
and 2015/2016, the top 100 firms contributed 88.6% 
and 88.9% of BERD, respectively, while the remaining 

~10% of BERD per each year was from the rest of the 
firms, consisting of about 337 firms. 
In this regard, it may be difficult to make confident 
conclusions about the composition of the rest of firms 
(“the tail”). Although there is no evidence of causal-
ity, one can assume though that the rest of the tail is 
a combination of firms with small R&D expenditures 
as well as the contribution of small firms that naturally 
spend less on R&D. The former and the latter may just 
as well be the firms that quit after one or two years. 
Similarly, they may well be persistent but contributing 
little to BERD every survey cycle (see Table 2, number 
of firms spending less than ZAR 1 million over the ten-
year period). 
The phenomenon described above is not unique to 
South Africa. For instance, the OECD STI Scoreboard 

2017 indicated that the 50 largest domestic R&D per-
formers account for 40% of BERD in Canada and the 
United States, 55% in Germany and Japan, and 70% in 
Denmark and New Zealand. However, the interpreta-
tion of the results should take account of the size of 
the country and number of business R&D performers 
[OECD, 2017].
South Africa’s R&D investment is not only concentrat-
ed within a group of large firms; it is also concentrated 
within particular sectors of the economy. Among the 
largest business R&D performers (> ZAR 40 million), 
73.6% of total expenditure on R&D performance was 
performed within the financial intermediation, real 
estate, business services, and manufacturing sectors 
(Figure 4). 
The remaining sectors within this group of R&D ac-
tors include the mining and quarrying, electricity, gas, 
and water supply, and community, social, and personal 
services sectors. As already discussed, this group of 
massive R&D performers accounts for 61.0% of total 

Таble 3. BERD Concentration by the Largest R&D Performing Units 

Reporting period 2006/ 
2007

2007/ 
2008

2008/ 
2009

2009/ 
2010

2010/ 
2011

2011/ 
2012

2012/ 
2013

2013/ 
2014

2014/ 
2015

2015/ 
2016

Number of observations 677 723 762 647 375 380 398 374 437 403
BERD (ZAR millions) 9243.2 10 738.5 12332 11 139.2 10 059.0 10 464.0 10 570.7 11 782.8 13 291.0 13 815.0
Top 300 (%) 95.9 95.7 95.7 96.1 99.5 99.5 99.4 99.6 99.0 99.4
Top 200 (%) 91.7 91.6 91.9 92.0 96.7 96.9 96.8 97.3 96.5 97.2
Top 100 (%) 79.2 79.3 80.8 79.5 85.9 86.4 87.7 88.9 88.6 89.8
Top 75 (%) 72.7 73.4 75.7 73.5 79.9 80.4 82.6 84.0 83.9 85.6
Top 50 (%) 63.8 64.8 68.0 64.8 71.3 71.9 74.3 76.2 76.5 78.6
Top 25 (%) 48.4 50.3 55.5 50.0 53.9 55.9 59.7 62.3 63.0 64.8
Top 10 (%) 32.7 35.1 42.0 33.5 35.7 37.0 43.3 45.1 46.7 47.4

Source: [HSRC, 2017].

Figure 3. Distribution of R&D in South Africa  
by Groups of Companies(%) 

Source: [HSRC, 2017].
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business R&D within this period. The five sectors in-
cluded in the above figure account for 92.0% of these 
segments’ total R&D investment, indicating a highly 
concentrated focus around the services and manufac-
turing sectors. This trend is similarly visible in other 
industrialized economies around the world including 
the US, the UK, Germany, and multiple others.
The concentration of R&D is further visible through 
government support and expenditure on the R&D ac-
tivities of the public business firms, the state-owned 
enterprises (SOEs). The SOEs are classified and mea-
sured along with private sector enterprises in the R&D 
survey. These firms contribute significantly to numer-
ous classifications of R&D performers, however, in 
the cohort of massive R&D performers they appear 
to be highly persistent within this reference period 
(2006/2007 – 2016/2017). This investment in R&D on 
an annual basis is aligned with the mandate of SOEs in 
South Africa, which is geared toward achieving vari-
ous socioeconomic goals set by government. 
Within the reference period, 13 of these SOEs have 
been present in the R&D survey for four or more years 
(Table 4). The majority of these SOEs are within the 
massive R&D performer cohort and had been present 
in the South African National R&D survey for seven 
or more years investing an average of ZAR 400 million 
annually.

How Concentration, Persistence, and Volatility 
Manifest Themselves in the South African  
R&D Surveys
The review of the R&D performers within the stipulat-
ed ten-year period shows that 1,437 R&D performers 
participated in the survey and provided information 
on national R&D statistics. The data shows that the 
largest portion of firms investing in R&D activity do 
so for shorter, rather than longer periods.
Table 5 shows the presence of two expenditure cat-
egories where the year 1 population (537) exceeds 
that in year 10 (144). Of the 1,437 firms in the survey, 
537 (37.4%) firms were present for just one year while 
just under 50% of all firms surveyed within a ten-year 
period engage in R&D activity for two years or less. 
Conversely, only 10.0% of the total sample were con-
tinuously performing R&D for 10 years, accounting for 
only 144 of the 1,437 companies surveyed within this 
period. Fewer firms were persistently active beyond 
four consecutive years. This may be because of pri-
vate R&D funding or R&D project-specific time scales. 
Furthermore, this may be indicative of a defined tim-
escale for public funds to be invested in R&D at SOEs 
and funding of private R&D by the South African gov-
ernment. Among these 1,437 firms, the largest num-
ber of firms invested less than ZAR 5 million in R&D 
activities (1,055 or 73.4%), while very few firms (93 or 
6.5%) invested ZAR 40 million or more in R&D activ-
ity during the ten-year period. 
Table 6 presents total BERD in the most recent year of 
firms’ appearance in the survey. These data paint a dif-
ferent picture when looked simultaneously with data 
presented in Table 5, which is related to the proportion-
al representation of R&D performing firms across the 
reference period. Notwithstanding the larger numbers 
of firms represented in the smaller R&D investment 
value groups (Table 6), the largest R&D investment 
value was derived from among the smaller group of en-
terprises, investing ZAR 40 million or more annually 
in R&D across the ten-year period. This analysis con-
firms that the 39 firms represented in the ZAR 40 mil-
lion+ group, which had persistently invested in R&D 
for 10 or more years, account for 40.6% of total R&D 
expenditure across the ten–year period. Counter to 

Таble 4. State-Owned Firms’  
R&D Investment - Profile

Group Average R&D 
Spendings, ZAR

Year 
Count

Electricity, Gas and Water Supply 812 966 410 9
Transport, Storage and 
Communication 421 702 588 8

Manufacturing 322 429 639 7
Agriculture, Hunting, Forestry 
and Fishing 13 817 443 4

Source: [HSRC, 2017].

Таble 5. Number of Firms by Years Invested in R&D and BERD Values

Expenditure group  
(ZAR millions)

Years of R&D survey coverage 
Total

1 2 3 4 5 6 7 8 9 10
More than 40 6 7 11 9 1 4 6 5 5 39 93
20–40 9 6 4 12 6 4 3 5 5 22 75
10–20 19 13 9 8 10 6 4 5 5 27 106
5–10 19 17 9 19 5 2 5 4 6 22 108
1–5 192 72 46 105 27 15 25 13 11 22 528
Less than 1 292 45 41 74 18 17 11 8 9 12 527

Total
537 160 120 227 67 48 54 40 40 144

1437
37.4% 11.1% 8.4% 15.8% 4.7% 3.3% 3.8% 2.8% 2.8% 10.0%

Source: [HSRC, 2017].
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2  It is also interesting to observe that there has been the Scientific Research and Experimental Development (SR&ED) tax credit program in place for decades  
along with other support programs available through the Industrial Research Assistance Program (IRAP) [Government of Canada, 2019; NRC, 2019]. 
South Africa has a R&D Tax Incentive program, Support Program for Industrial Innovation (SPII), Technology and Human Resources for Industry Pro-
gram (THRIP), and other instruments designed to boost R&D and innovation across the South African firms.

the representativeness of enterprises in Table 5, firms 
present in the R&D survey for fewer than two years at 
any level of investment value only account for 16.0% of 
total R&D investment (Table 6). 
The findings in Tables 5 and 6 are similar to those found 
in a Canadian study where there is a large number of 
firms with less than $100,000 (top spending in Canada 
was $10 million or more) and present for only one year 
[Schellings, Gault, 2002]. The pattern of concentration, 
persistence, and volatility is similar in these countries 
despite the differences in the structure of the firms.2

The findings raise questions about why some firms 
spend little on R&D performance and why they do 
not continue to perform R&D beyond two years. The 
relatively larger number of smaller R&D performers 
can contribute significantly to increasing the stock of 
knowledge as well as encouraging specialization within 
the specific sectors.  These firms may further contrib-
ute to knowledge transfer, human capital development 
and economic growth within their industries. All these 
activities have an impact upon social development and 
policy-specific considerations that may be considered 
toward best supporting small, micro, and medium 
sized enterprises (SMMEs) and start-up companies 
investing in smaller R&D projects [Berry et al., 2002]. 
Another observation that adds to the questions raised 
in the previous paragraph is from comparing the an-
nual average salary of an engineer or scientist in the 
private sector to the BERD of the firm employing them. 
The average salary for an engineer in South Africa is 
about ZAR 500,000 [Average Salary Survey, 2019]. 
This amount may be equal to or less than the R&D ex-
penditures of firms in the lower spending category. 
Given this scenario, there is the possibility that there 
are employees earning more than the BERD of the firm 
which employs them. This further adds to the ques-
tions raised above as to are why these firms performing 
such R&D in the first place. What are the implications 

and the costs thereof? This makes sense if the R&D 
performed in-house is being purchased by others (out-
sourced by other firms). However, this does not fully 
explain how the R&D performing firm maintains its 
R&D competencies over the years.
At the opposite end of this spectrum, it is evident that 
despite the smaller number of firms investing ZAR 40 
million or more (annually) in R&D, this group of firms 
contributes a larger share of total BERD. This con-
centration of larger R&D investment from a smaller 
group of R&D performing business enterprises further 
points to the significant concentration of R&D per-
formance, annually and across the ten-year reference 
period of this study. Despite being a smaller group of 
firms in the private sector, these companies, their as-
sociated projects, staff, potential outputs, and products 
are often highly visible and may attract increased me-
dia coverage and form the basis of corporate expansion 
and growth strategies
Over and above the benefits accrued by the individual 
firm, these larger R&D projects and their outputs fur-
ther promote South Africa as a research destination, 
attracting critical S&T workers, foreign direct invest-
ment, and collaborative opportunities into the domes-
tic R&D system. The questions to ask in this instance 
are what drives R&D at a relatively small number of 
firms and what are the potential spill-overs to stimu-
late R&D at other firms and in other sectors of the 
economy?
The results so far indicate that presence of a higher de-
gree of concentration, in terms of both firm numbers 
and the value of R&D investment. Turning one’s atten-
tion to the notion of persistence of R&D investment, 
a similar yet somewhat different picture of the South 
African business sector emerges. The term persistence 
often goes with the concept of volatility in R&D invest-
ment. While persistence refers to the propensity of an 
enterprise to continue its R&D activity year-on-year, 

Таble 6. ZAR Value of Firms’ R&D Investment by Years Invested and BERD Value Group

Expenditure group  
(ZAR millions)

Years of R&D survey coverage 
Total

1 2 3 4 5 6 7 8 9 10
More than 40 4.1% 2.7% 4.7% 3.5% 0.5% 1.6% 2.6% 5.6% 3.8% 40.6%  13799.36 
20–40 1.3% 0.9% 0.6% 1.8% 0.8% 0.6% 0.4% 0.8% 0.6% 3.3%   2193.63 
10–20 1.4% 1.0% 0.7% 0.6% 0.8% 0.4% 0.3% 0.4% 0.3% 2.0%  1545.68 
5–10 0.7% 0.6% 0.3% 0.7% 0.2% 0.1% 0.2% 0.1% 0.2% 0.8%  769.50 
1–5 2.0% 0.9% 0.5% 1.3% 0.3% 0.2% 0.4% 0.2% 0.2% 0.3%  1241.39 
Less than 1 0.5% 0.1% 0.1% 0.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%  226.31 

Total
10.0% 6.2% 6.9% 8.1% 2.6% 2.9% 3.9% 7.2% 5.1% 47.0% 100.0%

1984.47  1229.32 1367.23 1601.37  526.38 580.92  786.16 1428.02 1017.48 9309.54 19775.88
Source: [HSRC, 2017].

Molotja N., Parker S., Mudavanhu P., pp. 51–60
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volatility refers to the opposite practice, where enter-
prises engage in R&D activity following intervals of 
reduced or a complete shutdown of R&D operations. 
Much of this R&D persistence and volatility can be 
observed through individual firm submissions to the 
national R&D survey series, as firms continually indi-
cate the start or temporary cessation of R&D activity 
within a given reference period.
Understanding how the R&D investment behavior and 
its resultant longitudinal patterns manifest within the 
South African business sector remains an important 
research opportunity emerging from this analysis. One 
element of this complex series of interrelated patterns 
determining R&D investment strategies manifests it-
self within the individual firm levels of R&D persis-
tence and volatility over time. 
The data demonstrates that a larger number of firms 
enter the South African R&D statistics with a very low 
level of R&D investment and only perform R&D for 
two years or less. These firms usually invest less than 
ZAR 5 million annually and account for 48.5% of all 
R&D performing firms within this ten-year reference 
period. This may mean that the individual firm may 
re-engage in R&D activities some years into the future 
or in relation to a different product, however, in terms 
of R&D investment, the data series does tend to show 
interruptions that are more frequent within this level 
of R&D investment. 
As discussed in an earlier section, only 10.0% of firms 
within this analysis continually invested in R&D across 
a ten-year reference period. Investment in R&D per-
formance is highly concentrated in this smaller sub-
set of R&D performing firms in South Africa. Among 
the 1,437 firms, 144 (Table 5) were present in each 
survey year within this analysis. This smaller sub-set 
represents the most persistent R&D enterprises in 
South Africa. Among these 144 firms, 61 account for 
the largest contributions to BERD across the ten-year 
period. The 61 firms have had an average R&D invest-
ment value exceeding ZAR 20 million for 10 or more 
consecutive years since 2006. This persistence of large 
BERD contributors is evident, with 42.0% of compa-
nies who invested ZAR 40 million or more per annum 
being consistently in the R&D survey for 10 or more 

years (Table 7). This trend continues with a minimum 
of 25.0% of all large BERD contributors (greater than 
ZAR 5 million) similarly remaining active for nine or 
more consecutive years in the survey series. 
Persistence in R&D activity at firms across multiple 
consecutive measurement periods remains important 
as it ensures a stable and productive R&D system and 
effective outflow of skills and knowledge. The data 
in Table 7 highlights the third major finding of this 
analysis, that firms committing BERD for an increased 
number of consecutive years tend to demonstrate larg-
er annual investments over a longer periods compared 
to the majority of smaller BERD investments that gen-
erally span two years or less. 
This trend is demonstrated in Table 7, wherein the 61 
firms, investing more than ZAR 20 million in BERD for 
a period of 10 or more years contribute more to BERD 
than all firms investing any value of BERD for four 
or fewer years (1,044 enterprises). The BERD within 
the top two expenditure categories in the 10-year plus 
group (> ZAR 20 million) accounts for 87.0% of the 
total BERD investment for this highly persistent group 
of firms. Similarly, the 144 highly persistent firms (ir-
respective of BERD value) measured in the R&D sur-
vey for ten or more years account for 35.0% of total 
national GERD inputs. 
The value and importance of this group of firms is sig-
nificant and underlines the contribution that a holistic 
awareness of the importance of R&D persistence and 
volatility can illuminate over time. 
The above analysis indicates that 30.0% of all BERD 
across the ten-year reference period is committed to 
R&D from within a very small group of firms investing 
ZAR 20 million or more in annual R&D activity. 
In their 2017 paper, Kang et al. similarly note that 
firms investing in R&D performance generally create 
greater “consistency over the long run and is more effi-
cient than the same total investment over a shorter pe-
riod” of time [Kang et al., 2017]. This trend is similarly 
visible in the South African R&D survey data. Table 8 
illustrates the influence of persistence and concentra-
tion on BERD over the ten-year reference period. 
The above data illustrates how the natural attrition or 
volatility of firms entering and leaving the R&D survey 

Таble 7. BERD Investment Group and the Persistence of Firms  (%)

Expenditure group  
(ZAR millions)

Years in R&D survey coverage
Total

1 2 3 4 5 6 7 8 9 10
More than 40 6.45 7.53 11.83 9.68 1.08 4.30 6.45 5.38 5.38 41.94 100
20–40 12.00 8.00 5.33 16.00 8.00 5.33 4.00 6.67 5.33 29.33 100
10–20 17.92 12.26 8.49 7.55 9.43 5.66 3.77 4.72 4.72 25.47 100
5–10 17.59 15.74 8.33 17.59 4.63 1.85 4.63 3.70 5.56 20.37 100
1–5 36.36 13.64 8.71 19.89 5.11 2.84 4.73 2.46 2.08 4.17 100
Less than 1 55.41 8.54 7.78 14.04 3.42 3.23 2.09 1.52 1.71 2.28 100
Total 37.4 11.1 8.4 15.8 4.7 3.3 3.8 2.8 2.8 10.0 100
Source: [HSRC, 2017].
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shows an average loss of 60.0% across all BERD invest-
ments within the period. These losses are greatest with-
in the smaller BERD investment groupings and appear 
50.0% lower in the highest BERD grouping. Among 
the 213 enterprises that featured in the R&D survey 
in Year 1, which committed less than ZAR 1 million in 
BERD, only 25 still reported ongoing R&D in year 10, 
indicating an attrition rate of 88.3%. Converse to that, 
when studying the data for firms entering the survey in 
Year 1, committing ZAR 40 million or more in BERD, 
55.0% of those units still appeared in the R&D survey 
following Year 10. Similarly, when appraising financial 
investment in R&D over the period, enterprises invest-
ing smaller amounts of BERD in Year 1 tend to show 
a reduction in R&D expenditure in Year 10. 
However, similarly to the appraisal of unit count data, 
firms investing ZAR 10 million or more in Year 1 have 
generally demonstrated an increase in BERD commit-
ment in Year 10 of between 17.0% and 45.0%. The data 
in Table 8 further illustrates the fourth important find-
ing from within this study that business enterprises 
that remain active in R&D for longer periods begin to 
invest increased BERD values and remain more persis-
tent than enterprises committing less BERD for shorter 
periods (two years or less).
Given the results above and notwithstanding the fact 
that firms do not perform R&D for the sake of it, there 
is still a need for instruments that can be used to incen-
tivize firms to perform R&D on a continual basis. 

Conclusion
There are four key findings from the data. The South 
African business sector does not differ from that of de-
veloped countries in terms of persistence, concentra-
tion, and volatility of R&D performance. Firstly, there 
is a large number of firms participating in the survey 
for one or two years and spending less than ZAR 1 mil-
lion. Secondly, South Africa’s business sector’s R&D 
performance is concentrated in a few firms that spend 
large amounts of money on R&D performance. They 
are the largest contributors to BERD.  South Africa’s 
business sector R&D investment is also concentrated 
within particular sectors of the economy. The two 
main ones are the financial intermediation, real es-

tate, and business services sector and the manufactur-
ing sector. Thirdly, firms that remain engaged in R&D 
performance for longer periods tend to invest more in 
R&D performance and remain more persistent than 
enterprises committing less for shorter times. 
The large number of firms reporting R&D expenditure 
of less than ZAR 1 million and participating in the sur-
vey for one year only should be further scrutinized as 
this study can only assume it is largely smaller firms 
making up the “tail” of BERD. Firms that spend more 
than ZAR 40 million drive R&D spending in South 
Africa. 
The policy question raised by these figures is how firms 
can be encouraged to increase their R&D spending 
and continue such spending over an extended peri-
od in a way that supports other government policies 
such as those dealing with sustainable development 
and inclusion. Public support of private R&D is usu-
ally through R&D tax subsidies, direct government 
grants, contracts and other instruments. While gov-
ernment support of the business sector is desirable, it 
can have unintended consequences. There are differ-
ent opinions regarding this. Rosenberg (1976) argues 
that policy makers should devote resources to those 
firms with a higher probability of continuing to per-
form R&D because the cumulative nature of the learn-
ing process may cause persistence [Rosenberg, 1976]. 
He further argues that the generation of knowledge 
is based on previous knowledge and affects future re-
search. Other schools of thought suggest that the al-
location of resources to high performers of R&D may 
lead to the exclusion of small firms and newcomers 
[Rammer, Schubert, 2016]. They also argue that alloca-
tion funds to persistent firms may be efficient because 
the expected output is maximized. 
Persistence also boosts the probability of receiving 
funding if a firm has a proven record of successful 
performance over the years. However, the allocation 
of funds to known performers may also lead to de-
pendence on a small amount of industries. Other ap-
proaches to funding which have been used in a 
number of countries is the voucher scheme [OECD, 
2010] which allows a small firm to apply for a voucher 
which can be used to pay for assistance from a univer-
sity, polytechnic, or government research organization. 

Таble 8. Concentration, Persistence and Volatility in BERD Investments 

Expenditure group  
(ZAR millions)

Year 1 
units

Year 10 
units

Unit change 
(%)

Year 1 BERD  
(ZAR)

Year 10 BERD  
(ZAR)

BERD change 
(%)

More than 40 53 29 -45.3  6 028 129 000.00 7 088 438 834.00 17.6
20–40 51 25 -51.0  1 378 556 000.00  1 845 183 319.80 33.8
10–20 49 23 -53.1   711 302 000.00  1 034 283 083.50 45.4
5–10 63 22 -65.1   447 218 000.00  391 577 884.00 -12.4
1–5 248 50 -79.8   578 502 000.00  550 327 890.00 -4.9
Less than 1 213 25 -88.3   106 454 000.00  118 264 755.40 11.1
*not adjusted for inflation.

Sources: [HSRC, 2017].
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The empirical findings from this study have raised 
questions about the appropriate policies for persistent 
large R&D performers, smaller R&D performers, and 
firms that spend little time performing R&D. The firms, 
especially large performers, include the state-owned 
enterprises (SOEs) which require a different policy ap-
proach from that for private firms. Similarly, any policy 
intervention may lead to either the intended outcome 
or may have negative impact that affects the R&D per-
formance of firms. 

Finally, an understanding of the concentration of busi-
ness R&D may assist in distinguishing other policies 
such as innovation policy from R&D and S&T policies.  
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The negative impact of economic crises on busi-
nesses, especially small and medium ones, 
manifests itself in reduced growth rates and an 

increased number of bankruptcies. The introduction 
of economic and political sanctions against Russia in 
mid-March 2014 resulted in the reduction of trade be-
tween Russian companies and international partners 
and created the need to substitute imports with simi-
lar domestic products. The crisis has led to the simul-
taneous decline of a whole range of macroeconomic 
indicators affecting various industries, regions, and 
companies in different ways. In particular, according 
to Rosstat,1 the GDP growth rate declined by 3.7 per-
centage points in 2015 and subsequently stagnated at 
0.3% in 2016. The national currency depreciated by al-
most 50%, against the background of halving oil prices. 
Inflation soared to 12.9% in 2015 (5.38% in 2016) and 
unemployment rose to 5.6 % in 2015 (5.4% in 2016), 
which led to a major decline in investments and peo-
ple’s income. The crisis has significantly changed the 
needs for organizational competencies, and the overall 
competitive environment.
Managing small and medium enterprises (SMEs) be-
comes a serious challenge during crisis periods, since 
companies doing business on a much smaller scale than 
large firms face problems with attracting financial and 
human resources [Carreira, Silva, 2010; Schmitt et al., 
2010]. SMEs’ share in Russian GDP is just 21.9% while 
the average figure for Europe ranges between 50–60%2. 
However, even under stable conditions, Russian SMEs 
tend to experience a serious shortage of the resources 
they need to accomplish their objectives [Chepurenko, 
2015], so the recession has only aggravated the situa-
tion further.
Finding new approaches to managing companies in 
a turbulent economic situation therefore becomes 
critically important. A possible option is advancing 
strategic entrepreneurship (SE) by “integrating the 
entrepreneurial (identifying business opportunities) 
and strategic (identifying competitive advantages) 
perspectives to plan and implement value creation ac-
tions” [Hitt et al., 2001, p. 481]. SE implies combining 
advantage-seeking and opportunity-seeking [Ireland 
et al., 2003]. The issue of coordinating entrepreneurial 
actions (which create new opportunities) with strate-
gic actions aimed at strengthening competitive advan-
tages at the individual firm level has been little studied 
[Hitt et al., 2007].
The goal of this study is to identify and assess the con-
nections between various SE components (such as 
entrepreneurial mindset, innovation, strategic man-
agement of resources, and competitive advantages) 
and the activities of Russian SMEs during economic 
crises. A configurational approach [Wiklund, Shepherd, 
2005] was applied for this purpose, which helps one 

understand which combination of the above compo-
nents increases SE benefits for a company. The objec-
tives of the study included the following: 1) analyze 
the conceptual basics of SE and approaches to their 
operationalization; 2) propose and theoretically sub-
stantiate hypotheses on the nature of the relation-
ship between various SE components and companies’ 
performance during economic crises; 3) describe the 
methods of the study; 4) empirically test the hypoth-
eses; 5) describe and analyze the obtained results. Data 
collected through a survey of SMEs conducted be-
tween September 2015 and February 2016 was used 
to empirically test the suggested hypotheses. A total 
of 614 firms operating in various industries and vari-
ous Russian Federal Districts were included in the final 
sample.

The Theoretical Model and Hypotheses  
of the Study
The Role of SE in Company Operations
The SE concept originates in both economics [Knight, 
1921; Schumpeter, 1942] and management theory [Hitt 
et al., 2001]. A number of studies were devoted to ana-
lyzing the relationship between strategic management 
and entrepreneurship. It was mentioned in the spe-
cial issue of the Strategic Management Journal for the 
first time in 2001, where this concept was defined as 
a scientific theory at the junction of entrepreneurship 
and strategic management [Hitt et al., 2001; Ivvonen, 
Shirokova, 2016]. The entrepreneurial aspect of SE is 
aimed at identifying business opportunities and the 
potential for implementing them, while the strategic 
one is identifying and making use of the opportunities 
most likely to create sustainable competitive advantag-
es [Hitt et al., 2001]. The basic SE-related studies, and 
recent bibliometric research show that SE fosters mu-
tual support and interdependence between entrepre-
neurship and strategic management [Hitt et al., 2002].
This includes studying the sources of opportunities, 
the processes of identifying, assessing, and making use 
of opportunities, and the circle of people who identify, 
assess, and make use of them [Shane, Venkataraman, 
2000, р. 218].
At the initial stages of venture creation and launch, en-
trepreneurs often have to do more with less and use 
what abilities and resources they have at their disposal 
with a minimum of capital and a maximum of ingenu-
ity and improvisation [Harrison et al., 2004; Miner et 
al., 2001].
Strategy is often likened to a process of planning that 
places the emphasis on improved decision-making 
brought about by managing resources within a frame-
work of structures, systems and processes. Strategy 
provides the main advantage that differentiates firms 

1  For the details see: www.gks.ru, accessed 18.04.2019.
2  For the details see: http://ec.europa.eu/eurostat, accessed 18.04.2019.
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and gives them organizational superiority [Darling et 
al., 2007]. It creates a context where firms can make 
use of the identified opportunities thus contributing to 
enhanced specialization and obtaining a competitive 
advantage. However, entrepreneurial firms risk focus-
ing excessively on opportunity recognition and risk-
taking activities; finding new opportunities frequently 
involves serious riskslacking a balanced strategic focus 
can undermine the benefits and value entrepreneur-
ial initiatives might generate. Excessive formalization 
of companies’ organizational activities is also fraught 
with undesirable consequences. This limits the scope 
for rapid adaptation to changes and sensitivity to revo-
lutionary ideas [DeSimone, Hatsopoulos, 1995], that is, 
it ultimately hinders one from reaping the full benefits 
of entrepreneurial activities. Balancing entrepreneur-
ship and strategic management then can help firms 
avoid the trap of excessive risk-taking activities, while 
preventing inertia caused by iteratively adding to pres-
ent advantages.
Earlier studies have also noted the interconnections 
between strategic management and entrepreneurship. 
Covin and Slevin (1989), following Miller’s (1983) 
conception of an entrepreneurial firm, define strategic 
posture as a firm’s competitive orientation on a spec-
trum from conservative to entrepreneurial. For ex-
ample, the “entrepreneurial firm” theory [Miller, 1983] 
defines strategic position as a competitive orientation 
ranging from conservative to entrepreneurial [Covin, 
Slevin, 1989]. Lumpkin and Dess [Lumpkin, Dess, 
1996] subsequently developed the construct of entre-
preneurial orientation. The concept of entrepreneurial 
orientation describes companies’ behaviour in terms 
of their innovation, proactivity, and willingness to take 
risks. More recent studies suggested the term “entre-
preneurial strategy” [Meyer, Heppard, 2000], while 
strategic management was seen as providing the con-
text for entrepreneurial activities [Ireland et al., 2001]. 
An analysis of the relationship between the intensity 
of entrepreneurship and five specific strategic manage-
ment techniques revealed that the former was posi-
tively affected by focusing on the searching, flexibility, 
and planning locus, combined with strategic control 
[Barringer, Bluedorn, 1999]. Therefore the relationship 
between strategic management and entrepreneurial 
activity has emerged in an interrelated way over many 
years, but has only now been crystallised into a con-
struct of SE.
Strategic management theory, epitomised by the RBV, 
emphasises the creation of a unique resource posi-
tion for the firm to create advantages that allow it to 
compete effectively into the long term (Barney, 1991; 
Wernerfelt, 198?). The first empirical studies which 
have directly analysed the correlation between SE and 
companies’ performance were published in 2009. Only 
a relatively small number of such studies exist (Table 1), 
which can be explained, among other things, by the 
problems with operationalizing the SE concept. Most 
of the studies are quantitative, based on SME statistics 

from various countries. The relationship between SE 
and companies’ productivity is often seen through the 
prism of external and internal conditions, and specific 
features of their activities. In particular, studies focus-
ing on the role of the external environment consider 
factors such as national culture [Yu, Hu, 2015] and 
the level of the country’s institutional development 
[Awang et al., 2015; Bjørnskov, Foss, 2013; Obeng et al., 
2014; Shirokova et al., 2013]. For example, the cultural 
traits of Malaysian entrepreneurs, in particular, their 
willingness to take risks, positively affect the success-
ful performance of the country’s SMEs [Yu, Hu, 2015]. 
The results of a Ghanaian study [Obeng et al., 2014] 
confirm that SE contributes to businesses’ productiv-
ity in developing economies. Data on Russian SMEs 
[Shirokova et al., 2013] does not show a statistically 
significant correlation of this kind, but still confirms 
that certain components of SE do play a positive role. 
Interactions with other firms over the course of joint 
innovation activities was also considered among the 
relevant external factors [Löfgren, 2014; Meuleman et 
al., 2009].
A few studies were specifically focused on the role in-
ternal factors play in the relationship between SE and 
business productivity [Sirén et al., 2012; Steffens et al., 
2009]. It was established that strategic training directly 
affects this relationship [Sirén et al., 2012]. Knowledge 
spillovers, that is, its unintended dissemination caused 
by the specific qualities of this economic benefit and 
resource, promotes the development of SE (companies’ 
innovation activity) and contributes to the even more 
efficient use of their current advantages, which leads to 
improved performance indicators [Kotha, 2010].
Also, the correlation between SE and companies’ 
performance was analyzed in various sectors of the 
economy [Luke et al., 2011; Patzelt, Shepherd, 2009]. 
A  positive correlation was discovered in the public 
[Luke et al., 2011], education [Patzelt, Shepherd, 2009], 
and tourism [Carlbäck, 2012] sectors. The main results 
of the relevant studies are summarized in Table 1.
Thus, SE implies simultaneously taking entrepreneur-
ial and strategic actions to create value. Кyrgidou 
and Petridou [Кyrgidou, Petridou, 2011] include an 
entrepreneurial mindset and innovation in the entre-
preneurial component of SE and the strategic manage-
ment of resources and competitive advantage in the 
strategic one. Entrepreneurial mindset suggests focus-
ing on creativity and modernization, the conscious ef-
fort to find, identify, and implement new opportunities 
[Benedict, Venter, 2010; Ireland et al., 2003]. Innovation 
allows companies use the identified opportunities in 
radically new, revolutionary ways, thus significantly 
changing the very competitive environment in the 
industry [Danneels, 2002; Kumaraswamy et al., 2018]. 
The above means that we use the term “innovation” 
broadly, referring to product and organizational in-
novations alike. The strategic management of resources 
means structuring, grouping, and reallocating the re-
sources available to the company [Кyrgidou, Petridou, 
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Таble 1. Empirical Studies of Correlation between SE and Company Performance
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Authors SE components Method Context Main results
[Meuleman et al., 
2009]

Identifying opportunities for 
growth to create and maintain 
competitive advantages.

Survey 238 companies, UK The more actively a company works with 
private investors, the more rapidly it grows.

[Steffens et al., 2009] Finding new areas, advancing 
existing ones.

Survey 2,662 companies, 
Australia

Though young companies do find growth 
opportunities, it is hard for them to identify 
and make full use of the ones most relevant 
for their businesses.

[Patzelt, Shepherd, 
2009]

Identifying and making use of 
opportunities by developing 
new products and services, 
taking strategic action to ac-
complish development objec-
tives.

Survey 98 academic entre-
preneurs, Germany

Combining internal business policies, 
among other things to secure financial 
support, improves expected SE results at 
universities.

[Kotha, 2010] Identifying opportunities and 
advantages.

Case study Four aviation compa-
nies, US

Knowledge exchanges increase the aware-
ness of new opportunities, the potential to 
develop competitive advantages, and to ul-
timately improve company performance.

[Luke et al., 2011] Combining innovations, find-
ing opportunities for growth.

Case study 12 state-owned com-
panies, New Zealand

Advancing SE in state-owned companies 
increases their profits.

[Sirén et al., 2012] Finding new areas, advancing 
existing ones.

Survey 206 IT companies, 
Finland

Making use of existing opportunities and 
finding new ones does not directly affect 
companies’ performance, strategic training 
fully promotes the above correlation.

[Carlbäck, 2012] Finding new areas, advancing 
the existing ones.

Case study 12 private hotels, 
Sweden

The companies value their independence, 
but at the same time it does not allow the 
hotels to apply advanced technological so-
lutions and loyalty schemes. Membership 
in major hotel chains is a way to overcome 
these limitations, i.e., it increases the hotels’ 
efficiency and revenues.

[Bjørnskov, Foss, 
2013]

R&D, process, management, 
and organizational innova-
tions, mobilizing and coordi-
nating resources.

Survey 140 entrepreneurs, 
OECD member states

SE positively affects overall productivity. 
Institutions weaken this correlation since 
they increase uncertainty and transaction 
costs entrepreneurs face.

[Shirokova et al. 
2013]

Identifying new opportunities 
(entrepreneurial focus and 
culture), making use of exist-
ing ones (investing in internal 
resources and knowledge-
based assets, organizational 
changes, training).

Survey 500 SMEs, Russia Identifying new opportunities and making 
use of existing ones positively affects com-
panies’ performance. The latter’s correlation 
with SE turned out to be insignificant.

[Löfgren, 2014] Making use of existing com-
petitive advantages, identify-
ing potential opportunities.

Survey 188 SMEs, Sweden Joint innovation promotes and strengthens 
the correlation between SE and companies’ 
international growth.

[Obeng et al., 2014] Identifying and making use of 
value creation opportunities.

Survey 441 entrepreneurs, 
Ghana

There is a positive correlation between SE 
and small companies’ growth.

[Yu, Hu, 2015] Finding new areas, advancing 
existing ones.

Case study One hospitality SME 
(HoReCa), Taiwan

Cognitive entrepreneurial processes (deci-
sion-making, opportunity assessment) help 
identify opportunities and promote growth.

[Sun, 2015] Sensitivity to new opportuni-
ties, finding resources, strate-
gic training.

Case study Four railway com-
panies and affiliates, 
China

The effect of “entrepreneurial state” on the 
emergence of SE is manifested in the cre-
ation of technological innovations (as op-
posed to imitating them), which improves 
businesses’ performance.

[Awang et al., 2015] Entrepreneurial mindset, 
combining the search for new 
opportunities with the use 
of existing ones, ongoing in-
novation.

Survey 46 SMEs, Malaysia Malaysian entrepreneurs’ traits, such as risk 
tolerance, striving for success, the ability 
to efficiently deal with problems, and the 
willingness to learn positively affect the 
correlation between SE and companies’ 
performance.

[Kantur, 2016] Sustainable regeneration, 
organizational rejuvenation, 
strategic modernization, rede-
fining domains.

Survey 114 production (au-
tomotive and food 
industry) and service 
companies (telecom-
munications, bank-
ing), Turkey

SE is positively connected with company 
performance.

Source: composed by the authors.
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2011]. Finally, competitive advantages allow companies 
to secure a market position protected from action by 
the competition by using their existing advantages in 
combination with newly found opportunities [Ireland 
et al., 2003; Maury, 2018].

The Entrepreneurial Component of SE and 
SMEs’ Performance during Economic Crises
Most of the empirical studies on SE were based on 
data for developed (i.e. sustainable) or emerging mar-
kets [Boone et al., 2013; Dhliwayo, 2014; Ireland, Webb, 
2007; Ketchen et al., 2007; Löfgren, 2014; Meuleman et 
al., 2009; Mihalache et al., 2014], which puts into doubt 
this concept’s applicability to developing markets dur-
ing economic crises [Knudsen, Lien, 2016].
A crisis is frequently defined as a situation of an uncer-
tain external environment which poses a serious threat 
to the organization’s survival [Kunc, Bhandari, 2011; 
Pearson, Clair, 1998], while the reasons for and conse-
quences of this situation remain unpredictable [Dutton, 
1986]. The time for finding an adequate response is 
limited and the results of the decisions made may turn 
out to be favorable or unfavorable [Grewal, Tansuhaj, 
2001; Marcus, Goodman, 1991]. Economic crises 
stand out among various others such as those caused 
by political developments, anthropogenic disasters, or 
mismanagement. They are manifested in the acutely 
negative dynamics of a whole range of economic in-
dicators, from gross domestic product, inflation, and 
unemployment to financial market indices, currency 
rates, and so on. Economic crises affect various indus-
tries, regions, and companies differently [Connaughton, 
Madsen, 2009]. They radically change the requirements 
for organizational competencies and the very competi-
tive environment [Knudsen, Lien, 2016]. Along with a 
sharp decline in demand and the growth rate [Pearson, 
Clair, 1998], companies frequently encounter risks 
and uncertainty in their strategic planning, which is 
fraught with reduced market share and profit mar-
gins. Successfully managing a company during a crisis 
period, which is a serious challenge for any company 
[Schmitt et al., 2010], requires particular skills from 
SMEs whose situation is further aggravated by the “lia-
bility of smallness” effect [Aldrich, Auster, 1986] which 
makes it harder for such firms to survive, and increas-
es the likelihood of their bankruptcy [Aldrich, Auster, 
1986; Mellahi, Wilkinson, 2004]. In particular, they face 
problems with attracting financial capital [Carreira, 
Silva, 2010], have to compete for workers with large 
companies, and face high administrative costs [Aldrich, 
Auster, 1986]. Plus, SMEs are more dependent on ex-
ternal resources [Baum, Oliver, 1996] and become hos-
tages to the modest scale of their operations [Audretsch, 
Mahmood, 1994].
However, crises also open potential opportunities 
for SMEs [Beliaeva et al., 2018; Soininen et al., 2012]. 
During crisis periods small companies may find it eas-
ier to operate, offer new products and services due to 
their inherent maneuvrability and find they can rapidly 

react to the emergence of new opportunities [Alonso-
Almeida et al., 2015; Hodorogel, 2009; Laskovaia et al., 
2019]. Such firms have the flexibility that allows them 
to quickly reallocate resources, restructure processes, 
adjust prices, and adapt products to the crisis condi-
tions [Reid, 2007]. They are more willing to take risks 
and invest to improve their performance since they are 
aware that all their current achievements are tempo-
rary by default. A survey of US software companies 
conducted during the crisis of 2001-2003 revealed 
that in such a situation, young small firms chose a 
new product development strategy over cost-cutting 
much more often than larger companies did [Latham, 
2009]. A study of small companies’ behavior in the 
Italian Emilia-Romagna region showed that during a 
period of economic recession they tended to be more 
innovative than larger players [Antonioli et al., 2010]. 
Those who focused on developing new products and 
finding new markets in most cases dealt with crises 
better than others. A survey of 172 Turkish companies 
[Köksal, Özgül, 2007] yielded similar results: firms fo-
cused on product development to secure new market 
niches tended to be more productive during periods of 
recession than their competitors. All this allows one to 
suggest the first hypothesis:
Hypothesis 1: During an economic crisis, a positive cor-
relation is observed between the entrepreneurial compo-
nent of SE and SME performance.

The Strategic Component of SE and SME 
Performance during Economic Crises
The strategic component of SE is focused on making 
use of competitive advantages and on the strategic 
management of available resources [Kyrgidou, Petridou, 
2011]. Effective strategic action is seen as the key to 
making the company competitive [Makadok, Coff, 
2002; Luke et al., 2011], while maintaining competi-
tiveness (and the profit margins) requires the efficient 
management of corporate resources. In a situation 
of severe limitations SMEs have to improvise to find 
new or allocate available resources, which makes them 
less transparent to potential competitors [De Oliveira 
Teixeira, Werther, 2013]. The consequences of econom-
ic crises that threaten companies at the same time in-
crease their motivation to take strategic action, which 
smooths over the fluctuations of companies’ revenue 
by optimizing their operations and helping them to 
better adapt to the current situation [March, 1991; 
Uotila et al., 2009].
Economic crises primarily manifest themselves in the 
significantly reduced availability of resources for com-
panies since customers cut their spending, creditors 
cut lending, while pressure from the competition in-
creases [Pearce, Michael, 2006]. In such circumstances, 
many players focus on strategic action which provides 
short-term visible results [Schmitt et al., 2010] and se-
cures more predictable and more immediate profits 
[He, Wong, 2004; Levinthal, March, 1993; March, 1991]. 
Focusing on the strategic management of resources 
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and making use of competitive advantages increases 
SMEs’ chances of maintaining profit margins despite 
the falling sales and financial instability. Though most 
companies see economic crises as a threat, some, es-
pecially those in the SME group, use them to take ad-
vantage of newly emerging opportunities and expand 
their operations [Beliaeva et al., 2018; Kunc, Bhandari, 
2011]. They see turbulence as a source of new business 
opportunities, including maintaining their competi-
tiveness or identifying new sources of competitive ad-
vantages, for example, by procuring their competitors 
or suppliers [Wan, Yiu, 2009]. This allows us to suggest 
a second hypothesis:
Hypothesis 2: During an economic crisis a positive cor-
relation exists between the strategic component of SE 
and SME performance.

The Synergy between the Entrepreneurial and 
Strategic Components of SE
Entrepreneurship involves applying new solutions on 
the market [Zahra et al., 2006]. Strategy, in its turn, 
amounts to applying structured, calculated approach-
es to efficiently using resources in order to obtain 
competitive advantages and create value [Eisenhardt, 
Martin, 2000]. Entrepreneurship and strategy are con-
ceptually inseparable: as two sides of the same coin, 
they are complementary in nature [Luke et al., 2011] 
and combining them creates synergy [Dhliwayo, 2014]. 
Placing one’s chips on just one behavior type turns out 
to be less productive than simultaneously taking en-
trepreneurial and strategic action, which helps SMEs 
deal with a wider range of unforeseen circumstances 
emerging during economic crises [Dhliwayo, 2014; 
Smolka et al., 2016].
Previous empirical studies confirm that a positive 
correlation exists between simultaneously taking en-
trepreneurial and strategic action and companies’ per-
formance [Gibson, Birkinshaw, 2004; He, Wong, 2004; 
Lubatkin et al., 2006]. Some researchers believe that 
during a recession the need for combining these ap-
proaches only increases [Jansen et al., 2006]. To pro-
mote further growth, companies should combine 
taking steps to increase productivity with creating in-
novations. During economic crises such “ambidexter-
ity” frequently ensures the business’s survival [Raisch 
et al., 2009]. Combining entrepreneurial and strategic 
behavior positively affects performance in a volatile en-
vironment [McGrath, 2001; Siggelkow, Levinthal, 2003]. 
Companies capable of simultaneously increasing pro-
ductivity and finding new business opportunities have 
a better chance of improving their positions during a 
recession. Both these strategies help one remain flex-
ible in an uncertain situation [Volberda, 1996], allevi-
ate the consequences of economic shocks to businesses, 
maintain development potential, and market transpar-
ency. This allows us to suggest the third hypothesis:
Hypothesis 3: During an economic crisis, the combina-
tion of the entrepreneurial and strategic components of 
SE positively affects SME performance.

The theoretical model of the study is presented in 
Figure 1.

Methodology of the Study
Context of the Study and the Sample Description
To test the hypotheses of the study, we have used 
data collected through a survey of representatives of 
Russian SMEs conducted during the economic cri-
sis and political sanctions between September 2015 
and February 2016. The survey was conducted by the 
Entrepreneurship Centre of the St. Petersburg State 
University Graduate School of Management jointly 
with the School of Economics and Management of the 
Far-Eastern Federal University.
The sample of private Russian companies was ran-
domly generated using main state registration num-
bers (MSRN). The MSRN codes were subsequently 
uploaded into the Professional Market and Company 
Analysis System (SPARK-Interfax) to verify their ac-
curacy, collect information about the companies and 
their key financial indicators, and filter out data not 
meeting the selection criteria adopted for the study. 
The final sample included 10,359 firms.
A standardized questionnaire was used to conduct 
the survey. The methodology combined online survey 
tools and telephone interviews. A total of 656 returned 
questionnaires out of 2,583 sent out mean that the ef-
fective response rate was 25.2%. After clearing the data 
of missing values, 614 Russian companies were includ-
ed in the final sample.
The predominant share of the companies in the sam-
ple were classified as small businesses (less than 100 
employees). Most of them specialize in wholesale 
trade (21.82%), services (21.50%), and retail (17.43%). 
Somewhat fewer companies operate in the manufac-
turing (16.94%) and construction (11.56%) indus-
tries. The companies in the sample are distributed 
throughout the country, but mainly concentrated in 

Figure 1. Theoretical Model of the Study

Source: соmpiled by the authors.
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the Central (27.85%), Volga (19.54%), and Siberian 
(18.08%) Federal Districts, followed by the North-
West (11.89%) and Urals (11.73%) Federal Districts.

Measurements of the Variables
Dependent Variable
The “Company performance” variable is a subjective in-
dicator measured using an adapted 7-point Likert scale 
described in [Stam, Elfring, 2008]. Its Cronbach’s alpha 
value is 0.9021 and the final values were calculated as 
the average of all components of this multivariable.
Independent Variable
The entrepreneurial component of SE was calculated 
as the average value of the indicators “Entrepreneurial 
mindset” and “Innovation”. Both these indicators were 
measured using the adapted 7-point Likert scale de-
scribed in [Kyrgidou, Petridou, 2011] with Cronbach’s 
alpha value at 0.8504 for the first, and 0.8797 for the 
second. Cronbach’s alpha for the whole entrepreneur-
ial component was 0.9024.
The strategic component of SE was calculated as the av-
erage of the “Strategic management of resources” and 

“Competitive advantage” indicator values. Both were 
measured using the same 7-point Likert scale as in the 
previous case. Cronbach’s alpha in the first case was 
0.7099, and in the second 0.5844. Cronbach’s alpha for 
the whole strategic component was 0.6694.
The following control variables were applied to ensure 
internal validity: company size, company age, location 
(federal district), industry, and sales revenue in 2014.

The regression models applied in the study, with the 
interpretation of the main variables, are presented in 
Table. 2.
Descriptive statistics and the correlation matrix are 
presented in Tables 3 and 4, respectively. The average 
age of the companies in the sample is 12.65 years, the 
average number of full-time employees is 41, the av-
erage sales revenues in 2014 amounted to 9.093 mil-
lion rubles. The average indicator values measured 
using the Likert scale were as follows: company per-
formance  — 4.35, entrepreneurial mindset — 4.377, 
innovation — 4.929, strategic management of resourc-
es — 4.2, and competitive advantage — 5.185.

Data Analysis Results
The results of testing the hypotheses using regression 
analysis (which was carried out in several stages) are 
presented in Table 4. The first model includes only con-
trol variables. In the second model the independent 
variables “Entrepreneurial component” and “Strategic 
component” were added, whose combined indicator 
is reflected in the third model. The variables (except 
for the binary and dependent ones) were standardized 
to exclude multicollinearity, which can distort statis-
tically significant indicators to the point of changing 
coefficients’ signs [Dawson, 2014]. Dispersion infla-
tion factors do not exceed 2. Although [Neter et al., 
1990] suggest the maximum allowable value should 
be 10, we rely on a more conservative threshold val-
ue [O’Brien, 2007]. Also, the possibility that a corre-

Таble 2. Regression Models

Models Regression equation
Model 1 Yi = b0 + b1 × SIZEi + b2 × AGEi + b3 × REVi + b4 × INDi + b5 × SFOi + b6 × NFOi + b7 ×  FFOi + b8 × SibFOi + b9 × UFOi +  

b10 × VFOi + b11 × NCFOi + b12 × CRIMEAi

Model 2 Yi = b0 + b1 × SIZEi + b2 × AGEi + b3 × REVi + b4 × INDi + b5 × SFOi + b6 × NFOi + b7 ×  FFOi + b8 × SibFOi + b9 × UFOi +  
b10 × VFOi + b11 × NCFOi + b12 × CRIMEAi  + b13 × STRi + b14 × ENTi

Model 3 Yi = b0 + b1 × SIZEi + b2 × AGEi + b3 × REVi + b4 × INDi + b5  × SFOi + b6 × NFOi + b7 ×  FFOi + b8 × SibFOi + b9 × UFOi + 
b10 × VFOi + b11 × NCFOi + b12 × CRIMEAi  + b13 × STRi + b14 × ENTi + b13 × b14 × STRi × ENTi

Model 4 Yi = b0 + b1 × SIZEi + b2 × AGEi + b3 × REVi + b4 × INDi + b5 × SFOi + b6 × NFOi + b7 ×  FFOi + b8 × SibFOi + b9 × UFOi +  
b10 × VFOi + b11 × NCFOi + b12 × CRIMEAi  + b14 × ENTi + b15 × CAi + b14 × b15 × ENTi × CAi

Model 5 Yi = b0 + b1 × SIZEi + b2 × AGEi + b3 × REVi + b4 × INDi + b5 × SFOi + b6 × NFOi + b7 ×  FFOi + b8 × SibFOi + b9 × UFOi +  
b10 × VFOi + b11 × NCFOi + b12 × CRIMEAi  + b14 × ENTi + b16 × RSi + b14 × b16 × ENTi × RSi

Model 6 Yi = b0 + b1 × SIZEi + b2 × AGEi + b3 × REVi + b4 × INDi + b5 × SFOi + b6 × NFOi + b7 ×  FFOi + b8 × SibFOi + b9 × UFOi +  
b10 × VFOi + b11 × NCFOi + b12 × CRIMEAi  + b13 × STRi + b17 × Ii + b13 × b17 × STRi × Ii

Model 7 Yi = b0 + b1 × SIZEi + b2 × AGEi + b3 × REVi + b4 × INDi + b5  × SFOi + b6 × NFOi + b7 ×  FFOi + b8 × SibFOi + b9 × UFOi + 
b10 × VFOi + b11 × NCFOi + b12 × CRIMEAi  + b13 × STRi + b18 × EMi + b13 × b18 × STRi × EMi

Legend:
Yi — performance; b0…b18 — regression coefficients; ENTi — entrepreneurial component; STRi — strategic component; EMi — entrepreneurial mindset; 
Ii — innovation; RSi — strategic management of resources; CAi — competitive advantage; SIZEi — company size; AGEi — company age; REVi — sales 
revenue in 2014; INDi — high-technology industries and services; CFOi — Central Federal District; SFOi — Southern Federal District; NFOi — North-
Western Federal District; FFOi — Far-Eastern Federal District; SibFOi — Siberian Federal District; UFOi — Urals Federal District; VFOi — Volga Federal 
District; NCFOi — North Caucasus Federal District; CRIMEAi — Crimea Federal District

Source: соmpiled by the authors.
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lation value ranging from low to moderate (Table 5) 
indicates a distortion of the results due to multicol-
linearity is unlikely. The results of the Ramsey test for 
erroneous specification of the regression model con-
firm the absence of missing variables in all models ap-
plied [Ramsey, 1969]. The results of the Breush-Pagan 
heteroskedasticity test indicate constant random error 
variance in all applied models [Breusch, Pagan, 1979].
All regression models are statistically significant. The 
control variables (Model 1) demonstrate a positive cor-
relation between company size and their performance 
(b=0.104, p<0.05) and a negative correlation between 
performance and company age (b= –0.206, p<0.5). The 
industry variable is insignificant (b= –0.043, p=0.697). 
In the Urals and Crimea Federal Districts, a negative cor-
relation with companies’ performance was discovered.
In Model 2, the SE entrepreneurial component’s coef-
ficient turned out to be positive and significant (b = 
0.107, p <0.05), which allows one to reject the zero hy-
pothesis and accept the alternative, in line with work-
ing hypothesis 1: during economic crises a positive 
correlation exists between the entrepreneurial compo-
nent of SE and SME performance. This component re-
mains significant and its coefficient remains positive 
even when a combined indicator with the strategic 
component is included in the model (b = 0.269, p <0.05; 
model 3).

Hypothesis 2 was also tested in Model 2. The coeffi-
cient of the strategic component of SE turned out to be 
positive but statistically insignificant (b = 0.037, p = 
0.494), that is, this hypothesis has not been confirmed.
In Model 3, the coefficient of the combined strategic 
and entrepreneurial components of SE indicator turned 
out to be negative and insignificant (b = –0.036, p = 
0.233; model 3), accordingly, the “working” hypoth-
esis 3 about the positive synergy between the entre-
preneurial and strategic components in relation to 
SME performance was not confirmed in a statistically 
significant way. However, to analyze the matter more 
comprehensively, the combined indicators of the stra-
tegic component of SE and disaggregated parts of the 
entrepreneurial component (entrepreneurial mind-
set and innovation) were tested in the Models 4 and 
5, respectively, while the entrepreneurial component 
and disaggregated parts of the strategic component 
(competitive advantage and strategic management of 
resources) were tested in the Models 6 and 7, respec-
tively. It was found that the combined application of 
the entrepreneurial component and competitive advan-
tage negatively affected companies’ performance (b = 

–0.035, p <0.1; Model 4), and so did the combined use 
of the strategic component and innovation (b = –0.052, 
p <0.05; Model 6). The remaining combined indicators 
turned out to be statistically insignificant.

Таble 3. Descriptive Statistics

Variable Average Standard 
deviation

Minimum Maximum

Dependent variable
 Performance (Yi) 4.350 1.017 1 7

Independent variables
Entrepreneurial component (ENTi) 4.653 1.414 1 7
Strategic component (STRi) 4.692 1.181 1 7
Entrepreneurial mindset (EMi) 4.377 1.533 1 7
Innovation (Ii) 4.929 1.528 1 7
Strategic management of resources (RSi) 4.200 1.511 1 7
Competitive advantage (CAi) 5.185 1.358 1 7

Control variables
Company size (number of full-time employees) (SIZEi) 41 62 3 426
Company age, years(AGEi) 12.653 14.469 0 122
Sales revenue in 2014, thousand roubles (REVi) 9.093 1.973 1.791 16.714
High-technology industries and services (INDi) — — 0 1

Federal Districts
Central Federal District (CFOi) — — 0 1
Southern Federal District (SFOi) — — 0 1
North-Western Federal District (NFOi) — — 0 1
Far-Eastern Federal District (FFOi) — — 0 1
Siberian Federal District (SibFOi) — — 0 1
Urals Federal District (UFOi) — — 0 1
Volga Federal District (VFOi) — — 0 1
North Caucasus Federal District (NCFOi) — — 0 1
Crimea Federal District (CRIMEAi) — — 0 1
Source: соmpiled by the authors.
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Given that almost 30% of the sample firms are lo-
cated in the Central Federal District (CFD), we de-
cided to conduct additional analysis using the same 
regression models but excluding this district. The 
CFD is far ahead of other Russian districts in terms 
of most socioeconomic indicators (total gross re-
gional product, the development of production and 
social infrastructure, etc.), and its economic struc-
ture is closer to that of post-industrial economies 
[Ministry of Economic Development, 2013]. The 

regression models’ results are presented in Table 6. 
Among the control variables, company age ceases to 
have a significant correlation with company perfor-
mance. For independent variables and their interac-
tions, all previous results remained unchanged, but 
the combined indicator of the entrepreneurial and 
strategic components of SE became statistically sig-
nificant, indicating a negative correlation between 
their simultaneous application and company perfor-
mance outside the CFD.

Таble 5. Regression Analysis Results

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7
Entrepreneurial component (ENTi) 0.107**

(0.045)
0.269**
(0.114)

0.311***
(0.117)

0.179**
(0.082)

Strategic component (STRi) 0.037
(0.054)

0.190*
(0.113)

0.303***
(0.115)

0.116
(0.100)

Entrepreneurial component × Strategic 
component (ENTi × STRi)

–0.036
(0.023)

Competitive advantage (CAi) 0.131
(0.092)

Entrepreneurial component x Competitive 
advantage (ENTi × CAi)

–0.035*
(0.021)

Strategic management of resources (RSi) 0.150
(0.095)

Entrepreneurial component x Strategic 
management of resources (ENTi × RSi)

–0.023
(0.019)

Innovation (Ii) 0.291***
(0.103)

Strategic component × Innovation (STRi × Ii) –0.052**
(0.022)

Entrepreneurial mindset (EMi) 0.175
(0.114)

Strategic component × Entrepreneurial mindset 
(STRi × EMi)

–0.017
(0.023)

Company age (AGEi), natural logarithm –0.206**
(0.082)

–0.210***
(0.081)

–0.214***
(0.081)

–0.210***
(0.081)

–0.219***
(0.081)

–0.220***
(0.081)

–0.205**
(0.081)

Company size (number of full-time employees) 
(SIZEi), natural logarithm

0.104**
(0.053)

0.088*
(0.053)

0.086
(0.053)

0.085
(0.053)

0.083
(0.053)

0.090*
(0.052)

0.084
(0.053)

Sales revenue in 2014 (REVi), natural logarithm 0.040
(0.031)

0.047
(0.031)

0.046
(0.031)

0.046
(0.031)

0.048
(0.031)

0.045
(0.031)

0.046
(0.031)

High-technology industries and services (INDi) –0.043
(0.111)

–0.046
(0.110)

–0.039
(0.110)

–0.040
(0.110)

–0.046
(0.110)

–0.029
(0.110)

–0.042
(0.110)

Siberian Federal District (SibFOi) –0.186
(0.149)

–0.163
(0.147)

–0.154
(0.147)

–0.149
(0.147)

–0.166
(0.147)

–0.147
(0.147)

–0.169
(0.147)

North-Western Federal District (NFOi) –0.028
(0.171)

–0.014
(0.170)

–0.012
(0.170)

–0.019
(0.170)

–0.020
(0.170)

–0.018
(0.170)

–0.010
(0.170)

Volga Federal District (VFOi) –0.085
(0.145)

–0.090
(0.144)

–0.088
(0.144)

–0.074
(0.144)

–0.095
(0.144)

–0.098
(0.144)

–0.089
(0.144)

North Caucasus Federal District (NCFOi) –0.510
(0.416)

–0.422
(0.413)

–0.408
(0.412)

–0.406
(0.412)

–0.421
(0.412)

–0.393
(0.413)

–0.444
(0.412)

Far-Eastern Federal District (FFOi) –0.042
(0.265)

–0.069
(0.263)

–0.090
(0.263)

–0.088
(0.263)

–0.091
(0.263)

–0.084
(0.263)

–0.083
(0.263)

Southern Federal District (SFOi) –0.030
(0.232)

0.001
(0.231)

–0.009
(0.230)

0.012
(0.230)

–0.013
(0.231)

–0.029
(0.230)

–0.001
(0.231)

Urals Federal District (UFOi) –0.295*
(0.171)

–0.228
(0.171)

–0.211
(0.171)

–0.206
(0.171)

–0.233
(0.171)

–0.219
(0.170)

–0.223
(0.171)

Crimea Federal District (CRIMEAi) –2.221*
(1.222)

–2.154*
(1.211)

–2.191*
(1.210)

–2.184*
(1.210)

–2.175*
(1.210)

–2.217*
(1.209)

–2.184*
(1.211)

Constant (b0) 3.043***
(0.324)

2.352***
(0.379)

1.725***
(0.555)

1.764***
(0.565)

2.065***
(0.453)

1.460***
(0.550)

2.085***
(0.533)

R-squared 0.039 0.061 0.064 0.064 0.064 0.065 0.063
Note: n = 614; *** p<0.001, ** p<0.05, * p<0.1.
Source: соmpiled by the authors.
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Discussion of the Results
An analysis of the relationship between the SE com-
ponents (in particular, entrepreneurial and strategic 
ones) and Russian SMEs’ performance during the 
economic crisis allowed us to make the following con-
clusions. A positive correlation exists between the en-
trepreneurial component of SE and the performance 
of Russian SMEs during economic crises. In such 
periods, entrepreneurs face serious threats that affect 

their financial situation and, ultimately, their very sur-
vival [Kunc, Bhandari, 2011; Pal et al., 2014]. However, 
deep economic shocks also create new opportunities 
[Beliaeva et al., 2018; Laskovaia et al., 2019; Pearce, 
Michael, 2006] and promote the application of new 
technologies and business models [Rae-Dupree, 2008]. 
Thus, Russian companies that experiment with new 
products, services, and business models tend to be less 
affected by crises. Studies based on data about devel-

Таble 6. Regression Analysis Results  (with companies located in CFD excluded)

  Model 8 Model 9 Model 10 Model 11 Model 12 Model 13 Model 14
Entrepreneurial component (ENTi) 0.141***

(0.051)
0.381***
(0.130)

0.472***
(0.130)

0.215**
(0.094)

Strategic component (STRi) 0.014
(0.061)

0.229*
(0.123)

0.388***
(0.126)

0.119
(0.109)

Entrepreneurial component × 
Strategic component (ENTi × STRi)

–0.053**
(0.026)

Competitive advantage (CAi) 0.214**
(0.101)

Entrepreneurial component × 
Competitive advantage (ENTi × CAi)

–0.060**
(0.023)

Strategic management of resources 
(RSi)

0.142
(0.107)

Entrepreneurial component × 
Strategic management of resources 
(ENTi × RSi)

–0.024
(0.022)

Innovation (Ii) 0.416***
(0.117)

Strategic component × Innovation 
(STRi × Ii)

–0.076***
(0.025)

Entrepreneurial mindset (EMi) 0.233*
(0.128)

Strategic component × 
Entrepreneurial mindset (STRi × 
EMi)

–0.023
(0.025)

Company age (AGEi), natural 
logarithm

–0.130
(0.095)

–0.145
(0.094)

–0.147
(0.094)

–0.146
(0.093)

–0.154
(0.094)

–0.148
(0.094)

–0.141
(0.094)

Company size (number of full-
time employees)  (SIZEi) , natural 
logarithm

0.133**
(0.060)

0.116*
(0.059)

0.115*
(0.059)

0.110*
(0.059)

0.115*
(0.059)

0.120**
(0.059)

0.113*
(0.059)

Sales revenues in 2014 (REVi) , 
natural logarithm

0.018
(0.035)

0.025
(0.034)

0.023
(0.034)

0.024
(0.034)

0.024
(0.034)

0.022
(0.034)

0.023
(0.034)

High-technology industries and 
services (INDi)

–0.003
(0.125)

–0.003
(0.123)

0.013
(0.123)

0.020
(0.123)

0.002
(0.123)

0.032
(0.123)

0.007
(0.123)

North-Western Federal District 
(NFOi)

0.159
(0.180)

0.151
(0.177)

0.141
(0.177)

0.118
(0.177)

0.151
(0.177)

0.122
(0.177)

0.166
(0.177)

Volga Federal District (VFOi) 0.111
(0.155)

0.084
(0.154)

0.076
(0.153)

0.083
(0.153)

0.079
(0.153)

0.056
(0.153)

0.094
(0.154)

North Caucasus Federal District 
(NCFOi)

–0.323
(0.409)

–0.245
(0.403)

–0.239
(0.402)

–0.241
(0.401)

–0.237
(0.403)

–0.229
(0.402)

–0.265
(0.403)

Far-Eastern Federal District (FFOi) 0.155
(0.266)

0.090
(0.263)

0.045
(0.263)

0.044
(0.262)

0.072
(0.264)

0.041
(0.263)

0.080
(0.263)

Southern Federal District (SFOi) 0.172
(0.235)

0.185
(0.232)

0.160
(0.232)

0.175
(0.231)

0.170
(0.232)

0.126
(0.231)

0.190
(0.233)

Urals Federal District (UFOi) –0.098
(0.178)

–0.046
(0.176)

–0.033
(0.176)

–0.038
(0.175)

–0.045
(0.176)

–0.053
(0.175)

–0.032
(0.176)

Crimea Federal District (CRIMEAi) –2.153*
(1.187)

–2.101*
(1.170)

–2.175*
(1.167)

–2.177*
(1.163)

–2.126*
(1.169)

–2.235*
(1.165)

–2.133*
(1.169)

Constant (b0) 2.791***
(0.359)

2.089***
(0.415)

1.205**
(0.604)

1.049*
(0.608)

1.745***
(0.504)

0.816
(0.598)

1.738***
(0.580)

R-squared 0.039 0.070 0.079 0.085 0.074 0.081 0.074

Notes: n = 413; *** p<0.001, ** p<0.05, * p<0.1.
Source: соmpiled by the authors.



2019      Vol. 13  No 3 FORESIGHT AND STI GOVERNANCE 73

oped and emerging markets indicate that increased 
economic pressure often helps a firm make creative 
decisions that positively affect companies’ financial 
performance [Beliaeva et al., 2018; Hausman, Johnston, 
2014]. Players who rely on innovation also strengthen 
their market positions and leadership [Drickhamer, 
2003; Guellec, Wunsch-Vincent, 2009; Pearce, Michael, 
2006]. Thus, entrepreneurial decisions play a critical 
role in crisis situations and turn into key success fac-
tors for SMEs [Periz-Ortiz et al., 2008]. On the contrary, 
no statistically significant relationship was discovered 
between the strategic component of SE and companies’ 
performance, nor between the industry-specific be-
havior of Russian SMEs during economic crises.
A negative correlation between the combined indicator 
of the entrepreneurial component and competitive ad-
vantage and the performance of Russian SMEs located 
outside the CFD indicates that companies have a lim-
ited resource base during economic crises. In such cir-
cumstances, companies located outside the CFD have 
to choose between entrepreneurial or strategic action 
since they cannot afford to carry out both at the same 
time [Ireland et al., 2003]. Including the CFD in the 
sample eliminates this effect, which serves as another 
confirmation of the unequal availability of resources in 
the central and other regions of the country. When this 
availability is further limited by a crisis, small compa-
nies focus on implementing only one SE component, 
since trying to combine entrepreneurial and strategic 
efforts can be fatal.
The theoretical originality of the study is in the pro-
posed strategic concept of entrepreneurship in the 
framework of strategic management theory, with an 
emphasis placed upon individual SE components (en-
trepreneurial mindset, innovation, strategic manage-
ment of resources, and competitive advantage), and 
in the analysis of small and medium enterprises’ ac-
tivities in the context of economic crises. In particular, 
we tried to demonstrate that the relationship between 
SE and SME performance during turbulent periods is 
notably different from stable economic conditions. For 
example, analyzing SMEs’ strategic behavior in a sus-
tainable context allows one to conclude that to achieve 
the best results, entrepreneurs should combine several 
strategic approaches (see, e.g., [Atuahene-Gima, Ko, 
2001; Deutscher et al., 2016; Ho et al., 2016]). On the 
other hand, when resources are limited due to a crisis, 
combining several SE components results in decreased 
corporate performance indicators for SMEs.

Our study also makes a unique contribution regarding 
Russian SMEs during the economic crisis of 2014-2016 
given the time when it was conducted and the nature 
of the sample. Studying post-crisis business strategies 
is fraught with the conclusions being biased and un-
reliable due to the management’s cognitive distortions 
in the perception of companies’ past behavior [Bao et 
al., 2011]. Furthermore, since the sample of domestic 
firms was random, the results obtained are applicable 
to all companies that meet the selection criteria.
The practical importance of this study for top manag-
ers, corporate decision makers, and those responsible 
for developing and implementing strategies lies in the 
identified approaches to company management that 
guarantee an organization’s best performance during 
periods of economic crisis. It is important for SME 
managers to realize that combining specific SE com-
ponents (which leads to improved performance under 
stable conditions) can have negative consequences 
during economic crises. In the latter case, they should 
focus on advancing entrepreneurial behavior, which 
normally involves innovation, willingness to take risks 
in developing new products and services, and the 
proactive search for and implementation of new busi-
ness opportunities [Covin, Slevin, 1989; Soininen et al., 
2012].

Limitations of the Study and Future Directions for 
Research Areas
These findings should be evaluated with certain provi-
sos. First, the cross-sectional data used reflects short-
term company performance. A possible subject for 
further (longitudinal) research is the long-term impact 
of SE on SME performance. Second, the main depen-
dent variable used in the study was a subjective indi-
cator of companies’ activities, namely their individual 
perception by managers. Despite the reliability of this 
approach, clarification of the obtained results requires 
further research. Third, we considered only the direct 
effects of specific SE components or their combina-
tions. Authors of subsequent studies may choose to fo-
cus on other moderators of the correlation between SE 
and companies’ performance. Replication studies us-
ing various samples (e.g., those comprising large firms 
and state-owned companies) may also be in order.

The study was supported with a grant provided by the 
Russian Science Foundation (project No. 19-18-00081).
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Historically, social enterprises have always 
created economic and social value in un-
der-developed countries and in situations of 

economic and social hardship. In recent years, the 
general conditions of welfare systems in economi-
cally advanced countries and the development of new 
affordable technologies have increased the number of 
social enterprises, giving birth to new forms of enter-
prises that not only promote useful services for the 
community, but also represent interesting new forms 
of employment.
Social entrepreneurship represents an interesting op-
portunity for policy makers to explore new frontiers 
of economic growth and implement innovation in a 
segment with great growth potential and possible job 
opportunities coming from job creation in upcoming 
decades. For this reason, the authors provide an in-
depth case study of the Italian reform of the third sec-
tor, which was introduced in 2017, to demonstrate how 
entrepreneurial policies can be implemented to favor 
the development of a field with tremendous growth 
potential.
The main purpose of this study is to explore the main 
drivers of social entrepreneurship policy in order to 
innovate an established field, favor technological ad-
aptation, and provide a greater employability. This pa-
per is structured as follows. The first section offers a 
background on the definition of social entrepreneur-
ship and related concepts in the academic literature. 
The second section describes the methodology and 
research. The third introduces the results of the study; 
and the final section presents the contributions to aca-
demic literature and further research opportunities.

Literature Review on Social 
Entrepreneurship
Social entrepreneurship, generally defined as ‘‘entre-
preneurial activity with an embedded social purpose’’ 
[Austin et al., 2012], has become an important global 
economic phenomenon [Dacin et al., 2010; Mair, Marti, 
2006; Santos, 2012; Zahra et al., 2008]. Without repro-
ducing a comprehensive analysis of the literature on 
the definition of social entrepreneurship and its atten-
dant terms, social enterprise and social entrepreneur, 
we propose a review of the major contributors to this 
endeavor, which evidences both the areas of consensus 
and the areas where different definitions might coexist. 
Although social entrepreneurship has been squarely 
under the academic lens for several decades, many 
researchers find that the field still lacks a comprehen-
sive, universal definition of what social entrepreneur-
ship is [Weerawardena, Mort, 2006; Short et al., 2009; 
Hoogendoorn et al., 2010; Nicholls, 2010; Bacq, Janssen, 
2011; Abu-Saifan, 2012]. This is, in part, due to the fact 
that many definitions were driven by practice rather 
than theory [Mair, Marti, 2006; Santos, 2012], and the 
wide range of interpretations of what both “social” and 

“entrepreneurship” mean, marked by the differing em-

phases on the prominence of social goals or the salient 
features of entrepreneurship [Martin, Osberg, 2007; 
Peredo, McLean, 2006]. However, despite the differ-
ences in interpretations and approaches, the variety 
of definitions associated with social entrepreneurship 
in the literature point to a focus on four key factors: 
the characteristics of social entrepreneurs, the sector 
in which they operate, the processes and resources 
used, and the primary mission and outcomes associ-
ated with social entrepreneurship [Dacin et al., 2010]. 
Seen through this lens, despite differences in focus, a 
consensus does emerge. Social entrepreneurship can 
be thought of as an activity that: (a) addresses social 
problems as its primary objective, (b) uses market 
mechanisms (e.g. sale of goods and services) to gener-
ate the resources needed to accomplish a social goal 
[Dees, 2001; Johnson, 2003], even if the goods or ser-
vices are paid for by a third party [Thompson, Doherty, 
2006], and (c) there is an element of innovation in the 
way resources are combined and social issues are ad-
dressed [Mair, Marti, 2006; Nicholls, 2010]. 
Within these very broad definitions, there is a mul-
tiplicity of views on how these terms are interpreted, 
depending on the researchers’ different perspectives. 
Hoogendoorn et al look at these differences by orga-
nizing them along the lines of four distinct schools of 
thought (Table 1). The authors compare and contrast 
differences in approaches with regards to the unit of 
observation in the literature (the individual or the en-
terprise); the centrality of the link between the mission 
and goods and services sold, the type of legal structure, 
the degree to which innovation is a defining feature, 
the presence of constraints on the distribution of prof-
its, the importance of raising commercial income, and 
the extent of involvement in the governance of direct 
and indirect stakeholders [Hoogendoorn et al., 2010].
Some of the differences observed in defining social 
entrepreneurship spill over to the definition of so-
cial enterprise. Again, central to most definitions is 
the notion that social enterprises seek to solve social 
problems. However, the national differences in welfare, 
labor markets, and ideology together with research-
ers’ own worldviews, have led to the creation of many 
different kinds of enterprise [Zahra et al., 2009; Chell 
et al., 2010]. While acknowledging the ‘untidiness’ of 
social entrepreneurship, Peredo and McLean offer 
an interesting insight into the loci of social entrepre-
neurship depending on the place of social goals and 
the role of commercial exchange in different perspec-
tives [Peredo, McLean, 2006]. The authors delineate a 
continuum in which, at one end, one finds the social 
goal as the exclusive aim of a social entrepreneur, lo-
cating social entrepreneurship firmly within the non-
profit domain. At the other end, however, the authors 
are open to the possibility of including even primarily 
for profit organizations with some social component 
to their mission, citing the well-known case of Ben & 
Jerry’s, and concluding that “Indeed, one thing that 
emerges from a look at the range of uses given to “so-
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cial entrepreneurship” is the clear suggestion that the 
distinctions among public, private, and NFP sectors 
become attenuated” [Peredo, McLean, 2006, p. 64]. 
More recently, Abu-Saifan has attempted to put some 
boundaries around this continuum, which he contains 
between the confines of non-profit organizations with 
earned-income strategies to for-profit organizations 
with mission-driven strategies [Abu-Saifan, 2012]. 
Saebi et al.’s typology of social entrepreneurship is an-
other attempt at bracketing the continuum, focusing 
on the recipients of both the social and economic mis-
sions. The authors see these two dimensions in terms 
of differentiated/integrated strategy (cross-subsidiza-
tion or beneficiaries as the paying customers) and in 
terms of the beneficiaries being passive recipients or 
active participants in the process [Saebi et al., 2019].  
Moreover, several authors have stressed the relation-
ship between context and entrepreneurship [Shane, 
Venkataraman, 2000; Atamer, Torres, 2008]. This re-
lationship is further elaborated upon by Mair, who 
views social entrepreneurship as a context-specific, 
socially constructed phenomenon [Mair, 2010]. For 
Mair, the purpose of social entrepreneurship is to 
bring about social change, modifying the social, po-
litical and economic reality at the local level. Thus, it 
is the local context that shapes the strategies and tac-
tics employed by the social entrepreneur, including the 
choice of for-profit or non-profit models. Even within 
the geographical boundaries of a single nation, social 
entrepreneurship can be the outcome of community 
work, in the form of voluntary associations or public 
organizations, as well as private firms working towards 
social objectives alongside profit goals [Shaw, Carter, 
2007]. Bacq and Janssen have contributed to the defi-
nitional issues based on geographical and thematic cri-
teria, stating that “two types of definitions appear in 
the European literature: conceptual and legal” [Bacq, 
Janssen, 2011, p. 381]. The EMES conceptual defini-
tion of “social entrepreneurship”, characterized by a 
distinctive collective aspect, is accompanied by legal 
definitions given by national governments to provide a 
clear legal framework. Some of the examples cited in-
clude the social cooperatives in Italy, the Community 
Interest Companies in the UK, and the social purpose 
company in Belgium [Bacq, Janssen, 2011]. The case of 
Italy is of particular interest, as the economic weight of 
social enterprises is heavily felt, with thousands of so-

cial enterprises that provide a range of social services 
[Borzaga, Defourny, 2001].
A number of prominent scholars highlighted the im-
portance of developing multi-level theories in orga-
nizational research [e.g., House et al. 1995, Klein et al. 
1999], especially in social entrepreneurship [Tracey et 
al. 2011]. Traditionally studies have focused on micro- 
or macro-levels of analysis, ignoring the relationship 
among those levels or just exploring dynamics within 
the same level. The complexity of the social entrepre-
neurship phenomenon requires a multi-level approach, 
given that social entrepreneurship means differ-
ent things to different people. It also means different 
things to people in different places. The field of social 
entrepreneurship has consequently become a large 
tent [Martin, Osberg, 2007] where different activities 
find a home under a broad umbrella of ‘‘activities and 
processes to enhance social wealth’’ [Zahra et al. 2009] 
or ‘‘entrepreneurship with a social purpose’’ [Austin et 
al., 2012].
This complexity offers space for different actors with 
multiple functions that can operate within the field of 
social enterprises. Social venturing, non-profit organi-
zations adopting commercial strategies, social coop-
erative enterprises, and community entrepreneurship 
are just some of the distinct phenomena discussed and 
analyzed under the ‘umbrella construct’ of social en-
trepreneurship, which deliberately emphasize ‘distinct’ 
phenomena since a great many factors can trigger or 
facilitate entrepreneurship. Inspired by Painter (2006), 
Brouard and Larivet provide a framework that throws 
light on the interconnections between social enter-
prise, social entrepreneur, and social entrepreneurship 
(Figure 1). In their model, “the social entrepreneur is 
the individual or group of individuals who act(s) as 
social change agent(s) using his (their) entrepreneur-
ial skills for social value creation” [Brouard, Larivet,  
2010, p. 32]. 
Social enterprise is defined here as any organization 
focused on public service or common interest but does 
not necessarily include the entrepreneurial element. In 
the central part of the Figure 1, the authors illustrate 
the various contexts in which social enterprises may be 
found, and in which social entrepreneurs may operate. 
The left-hand side of the figure distinguishes the range 
of sectors that harbor such enterprises, from private 
to public, with the social economy sector in particular 
evidence. In this representation, the social economy 
(also known as the third sector) comprises for profits, 
non-profits, and hybrid organizations that have a so-
cial mission as well as an economic one. Brouard and 
Larivet’s framework maps the relationship among the 
concepts of social entrepreneur, social enterprise, so-
cial economy, and social entrepreneurship, paving the 
way for a structured interpretation of the impact of the 
Italian reform under study at various levels — at indi-
vidual enterprise level, at context, or ecosystem level, 
and in terms of overall social impact. 

Таble 1. Schools of Thought in Social 
Entrepreneurship

Perspective School
American Social Innovation School

Enterprise School
European Emergence of Social Enterprise School, EMES

UK approach

Source: compiled by the authors using [Hoogendoorn et al., 2010].
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The multi-level framework proposed by Brouard and 
Larivet is an important model that serves to build a 
general reading of social enterprises, trying to tie also 
the figure of the entrepreneur and the sectors in which 
social enterprises create social value. The framework 
proposes an overall view of the phenomenon and 
therefore becomes a useful tool to build new policies, 
in particular, to find any structural gaps in a complex 
sector such as that of social enterprises.

Research Context
The term “third sector” indicates a group of organiza-
tions that produce goods/services and manage activi-
ties outside the market or, if they operate on the market, 
act with a non-lucrative purpose (generically defined 
as non-profit), without distributing profits to any of its 
members or employees but, on the contrary, they use 
these profits to increase the quantity and improve the 
quality of services provided. Such non-profit organiza-
tions are characterized by a pursuit of the welfare of 
the community or a part of it. These organizations can 
be defined as social solidarity organizations that spe-
cialize in the production of goods or services based on 
altruism, gift, trust, and reciprocity.
The definition of the third sector generically indicates 
all forms of organization that try to solve social chal-
lenges, through a variety of vehicles. Thus, this term 
embraces a very large reality, which includes, for ex-
ample, voluntary associations and civil service, non-
profit organizations, non-governmental organizations, 
and social enterprises (in various forms). In other 
words, all bodies that pursue non-profit solidarity or 
social purposes. In Italy, the third sector represents an 

evolving field [Venturi, Zandonai, 2014], with many 
job opportunities offering new roles and new profes-
sional figures. 

“Social enterprise is among the most functional orga-
nizational forms for the promotion and creation of 
new jobs and “good” employment. The motivation 
and passion towards the social cause together with 
an efficient business organization model and a vision 
of work based on precise objectives and economic 
sustainability are the main ingredients that charac-
terize it.” (CIT Serena Porcari, Chairman Dynamo 
Academy Social Enterprise)1

This is confirmed by the Italian National Institute of 
Statistics (ISTAT), which in its latest census (2017) 
showed an 11% increase in non-profit institutions op-
erating in Italy compared to 2011. It also showed a to-
tal of 5 million volunteers and 780,000 employees, an 
increase of 16.2% and 15.8%, respectively, compared 
to the 2011 census. However, the census also indicates 
another important issue: the evident lack of technical 
professional expertise, with 50,000 people expected 
to retire in the short term, without a clear plan to re-
place them. Moreover, in the general Italian economic 
scenario, the third sector currently performs six times 
better than the rest of the country’s economic actors 
[ISTAT, 201]. We can therefore say that the social econ-
omy is solid despite the general crisis that has plagued 
Italy and the whole of Europe. This is particularly im-
portant in the context of a non-profit sector that has 
the same need for innovation as the for-profit sector, 
but with fewer resources to invest. Indeed, the third 
sector emerges as an area within the non-profit sec-
tor that particularly values those soft skills that build 

Figure 1. The Three Levels of Analysis: Social Economy, Enterprise, and Entrepreneur 

1 Interview Vita Magazine – 2018. http://www.vita.it/it/article/2019/02/18/parte-la-campagna-di-raccolta-fondi-tramite-sms-solidale/150707/, accessed 
17.03.2019.

Source: [Brouard, Larivet, 2010].
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fundamental human capital (and that are unlikely to 
be replaced by new technologies): interpersonal skills, 
stakeholder management, medical and personal assis-
tance, fundraising, and so on. 

“The fact that the technological and digital revolution 
is destined to have a significant impact on how to 
produce, work and consume is a subject that is now 
widely discussed on a global scale. (…) Certainly, this 
revolution will not only affect individuals, but our 
own social and human relations, and even in these 
fields political action will not be limited to assisting 
but will have to play an active role in adapting to 
the present concepts and models now outdated: in the 
way of doing [social] business, in the way of training 
and educating, and in the way of designing welfare 
services.” (CIT Claudio Cominardi, Undersecretary 
of State for Labor and Social Policies)2.

Digitalization is an opportunity that plays out in many 
different aspects, because it can help better define the 
new identity of social enterprises, increase the impact 
of internal communication, and develop fundraising 
in an innovative way, through the use of platforms, di-
rect communication channels and reporting systems 
as well as provide better services to people with dis-
abilities. It is necessary to affirm the professionalizing 
elements of the third sector, rethinking the model of 
collaboration between profit and non-profit organiza-
tions, and favoring the sharing of skills. It is also im-
portant to think about a governance system that brings 
together the different actors and embraces the use of 
technology to enhance impact. Digitalization applied 
to the third sector is a tool that can be used to plan 
and improve the possible outcomes of activities, better 
profiling stakeholders and recipients of such activities. 
However, it is not always easy to convey the strategic 
nature of these investments to the actors that operate 
in the field. In recent years, the third sector has seen 
rapid evolution, but there is still an important gap in 
knowledge concerning the potential of digitalization. 
Hence it is also vital for non-profits to invest in digital 
technology. 

“Technological innovation is one of the challenges 
facing the Third Sector” (CIT Giuseppe Guzzetti, 
Chairman of the Association of Foundations and 
Banks)3.

Given the limited propensity of single organizations 
or entrepreneurs to make investments in digitization, 
in 2017 an important reform of the third sector came 
into force in Italy, which aims to boost the potential of 
innovation drivers.

Methodology
Considering the exploratory nature of our study, we 
adopted an inductive, qualitative approach follow-
ing the principles of grounded theory [Glaser, Strauss, 
2017; Strauss, Corbin, 1990]. We used an open-ended 
design, themes and theoretical trajectories emerged 
from the data [Corbin, Strauss, 2008]. In terms of a 
theoretical sampling strategy, we concentrated on the 
recent reform of the Italian third sector introduced in 
2017. This research is based on a wide database that 
we developed over the last year of investigation (2018), 
which covers the reactions to the reform of the main 
Italian experts in social entrepreneurship and is based 
on both archival and journalistic interview data (see 
Table 2).
The authors independently codified the data and 
worked together on the triangulation used to moder-
ate possible biases in understanding the purpose of the 
reform. One of the authors is an expert on the Italian 
third sector and actively participated in meetings and 
conferences relating to the new policy introduced in 
2017. The data analysis was conducted following the 
inductive grounded theory methodology [Strauss, 
Corbin, 1998; Gioia et al., 2013]. The analysis stages are 
represented at Figure 2.
The first step of data analysis is based upon descriptive 
and open coding (to identify first-order categories) fol-
lowing [Gioia et al., 2013]. The analysis has been con-
ducted with a qualitative software (NVivo 11) used to 
codify earlier categories and to visualize relationships 

Таble 2. Data Sources

Data Sources Number of Documents Informant
Printed articles 22 journalistic articles

26 academic papers University professors; researchers; field experts
Interview 25 Italian third sector and social enterprise experts; social 

entrepreneurs; consultants; investors and bankers

Official Documents  (reports 
released by the Ministry of Labor 
and Welfare)

10 The Minister of Labor and Welfare and the deputy minister in 
charge of the reform

Source: authors.

2 Interview Vita Magazine – 2018. http://www.vita.it/it/article/2018/12/13/2-milioni-in-piu-per-il-dopo-di-noi-ma-ne-avevano-annunciati-89/150099, ac-
cessed 17.03.2019.

3 Interview Vita Magazine – 2018. http://www.vita.it/it/article/2019/04/08/guzzetti-lo-stato-rispetti-i-corpi-intermedi/151191/, accessed 17.03.2019.
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between codes. During the second step of analysis, we 
completed axial coding [Strauss, Corbin, 1998], col-
lapsing first order categories into theoretical constructs 
[Eisenhardt, 1989]. During the third and last phase of 
our analysis, we refined second order categories into 
aggregate dimensions.

Findings
One of the main drivers introduced with the reform 
aims to widen the spectrum of action for social en-
terprises. The explanation of the findings highlights 
the main points of the reform, which will empower a 
sector that, in itself, is structurally characterized by an 
internal transformation process aimed at supporting 

growing trends in terms of economic growth and fu-
ture employability. Our coding analysis showed three 
main drivers of the reform that can be adapted at the 
individual, organizational, and field levels of analysis 
introduced by the Brouard and Larivet’s framework 
[Brouard, Larivet, 2010].

Institution Building 
The introduction of entrepreneurial mechanisms 
should increase the efficiency and effectiveness of 
projects with high social impact. When discussing 
the development of an entrepreneurial mindset, it is 
important to understand the full potential for social 
entrepreneurship in Italy. This potential is not limited 
to the ‘pure’ social enterprise basin, rather the reform 

Figure 2. Data Structure

Source: authors.

•	 Redefining role of stakeholder
•	 Introducing assetholder concept

First order categories Second order themes

Aggregated 
dimensions

INSTITUTION 
BUILDING

ECOSYSTEM 
DEVELOPMENT

SOCIAL IMPACT

ENTREPRENEURIAL MINDSET

NEW GOVERNANCE

FAVORING NEW FORMS
OF INVESTMENTS

BUILDING COLLABORATIVE
NETWORKS

NEW ROLES FOR 
METAORGANIZATIONS

FORMALIZING
MEASUREMENT TOOLS

FOSTERING
EMPLOYABILITY 

DETERMINING ROLES
FOR BENEFICIARIES

•	 New model of entrepreneurial promotion
•	 Better collaboration among universities,  

research centers and social enterprises 

•	 Implementing new legal forms 
•	 Introducing equity distribution 
•	 Formalizing the role of social and economic investors
•	 Introducing co-production

•	 Bolstering impact investing tools
•	 Introducing low-profit model 
•	 Introducing fiscal incentives for investors 
•	 Incenting crowdfunding

•	 Incenting relations among investors
•	 New ways of sharing resources
•	 Open Innovation
•	 Territorial proximity

•	 Introducing new competence centers for the third sector
•	 New representative forms
•	 Orchestrating innovation
•	 Collaborative platforms 

•	 Recognize new needs
•	 Definition of the concept of common well-being
•	 New definition of the mission of social enterprises

•	 Ability to attract talent
•	 Make businesses scalable
•	 Valorization of volunteering
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purposefully broadens the field of observation, in-
cluding a plurality of legal forms and organizational 
categories for which the “social” aspect is a strategic 
asset with respect to operational management [Venturi, 
Puccio, 2018; Maiolini et al, 2019]. The mindset is de-
veloped by opening up to new business forms (and 
consequently new business models), such as benefit-
corporations or innovative startups with a social vo-
cation. The innovative startups with a social vocation 
operate exclusively in the sectors indicated by the re-
form and must implement a social impact methodol-
ogy in their strategic plan. Interestingly, in addition to 
traditional sectors such as fair trade, social agriculture, 
microcredit and so on, the reform expands the reach of 
social vocation to incorporate new sectors, including 
social services, first aid and risk prevention, protection 
of the environment, blood donation, culture, sport and 
entertainment, philanthropy, education and research, 
and participation in political and social life. Benefit-
corporations, on the other hand, are a new legal form 
of business introduced by Law No. 208/20154 that can 
distribute profits and simultaneously pursue a com-
mon benefit purpose, operating responsibly, sustain-
ably, and transparently within their communities and 
territories of reference. The new forms of governance 
and the new social enterprise models have been intro-
duced to encourage the emergence of economically 
sustainable entrepreneurial forms able to solve com-
plex social problems through market responses.

“The reform of the Third Sector will bring considerable 
risk capital closer to the social world. [The concept 
of] profit has been clarified and today is embedded 
into social business, and even the most ideologized 
Third Sector organizations could have no difficulty 
accepting the novelty. All this while the uncontrolled 
flow of immigrants is displacing the European gov-
ernments that, in order to integrate them and avoid 
social tensions, will have to acquire skills now absent. 
Maybe by relying on Third Sector companies.” (Mario 
Calderini )5.

The strategy adopted by Italian policymakers is to un-
lock the economic and growth potential of the Italian 
third sector giving the opportunity to the new social 
enterprises to manage investments like for-profit com-
panies and bridging market efficiency with social pur-
pose. 

“The importance of the reform is to have recognized 
the Third Sector’s ability to produce social and 
economic utility together.” (Stefano Zamagni  — 
Professor of Economics at the University of 
Bologna, a Fellow of the Human Development and 

Capability Association (HDCA), and President of 
the Pontifical Academy of Social Sciences)6.

Ecosystem Development
One of the main obstacles to the growth of social enter-
prises is linked to the scarce growth and scalability of 
organizations. It is necessary to favor the construction 
of networks of organizations that collaborate together 
with other actors (public administration, citizens, ben-
eficiaries, voluntary organizations, investors, philan-
thropists) privileging the solution of problems rather 
than the interests of individual participants. A funda-
mental element of this is the construction of associa-
tive networks of different actors that can collaborate 
across sectors, as well as the widening of the spectrum 
of action from a local to national scale. 

“The social enterprise redesigned by the reform ex-
pands the biodiversity of the subjects by introducing 
some significant innovations: converse with diver-
sity, compete with technology, and incorporate new 
generations and critical thinking to continue being 
bottom-up innovators” (Flaviano Zandonai)7

The construction of networks and new partnership 
models bring into play the extraordinary internal bio-
diversity of the third sector. The new associative net-
works go beyond the traditional networks through 
which similar subjects hold dialogue with institutional 

“counterparts”. These networks reach into communities 
of people and organizations that include new typolo-
gies of actors called asset-holders, in other words, all 
participants in the creation of economic and social 
value introduce a new perspective, in which different 
players identify innovative solutions in different ways, 
encouraging a harmonious coexistence of cooperative 
and competitive relationships. Third sector institu-
tions and social enterprises are first and foremost enti-
ties that can be used by citizens interested in pursuing 
the common good. Such citizens are, in logical order, 
though not necessarily in terms of importance, the first 
stakeholders of the third sector [Fici, 2018]. An ecosys-
tem is therefore formed by many actors who perform 
different activities, have different objectives, and can 
make different kinds of contributions. For this rea-
son, it is important to recognize the important role of 
those actors able to act as mediators and orchestrators 
[Giudici et al., 2018] in the processes of the identifica-
tion, production, and implementation of solutions.
Given the complexity of actions collectively put into 
play, it is necessary to understand the strategic impor-
tance of actors who manage the transmission of in-
formation and act as the platform or marketplace by 

4 The 2016 Stability Law (Act No. 208/2015). For more details see: https://www.sistemab.org/wp-content/uploads/2016/02/Italian-benefit-corporation-legis-
lation-courtesy-translation.pdf, accessed 17.03.2019.

5 Interview ilSole24Ore Newspaper – 2017. https://nova.ilsole24ore.com/frontiere/welfare-come-sistema-distribuito-e-connesso/, accessed 17.03.2019.
6 Interview Vita Magazine – 2017. http://www.vita.it/it/article/2017/07/13/stefano-zamagni-sono-tre-le-ragioni-per-cui-lavventura-di-vita-deve-co/144009/, 

accessed 17.03.2019
7 Interview Avvenire Newspaper – 2019. https://www.avvenire.it/opinioni/pagine/tanti-soldi-per-il-sociale-e-un-paradosso-da-gestire, accessed 17.03.2019.
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which all the actors interact with each other. So, the 
how and where open innovation processes and orches-
tration of resources are selected and distributed within 
collaborative communities or networks become strate-
gically relevant.

Social Impact
The reform was designed to introduce the concept of 
social impact, including tools such as methodologi-
cal guidelines and metrics, to define a new process for 
identifying the third sector. In order to exploit the re-
sults of a social enterprise, it is necessary to associate 
social outcomes with the measurement of economic 
efficiency and understand which benefits a particular 
solution has created in a community. A social enter-
prise is distinguished from a traditional enterprise by 
its ability to show the transformation it produces in 
terms of the creation and distribution of both econom-
ic and social value. 

“We do not know what will happen in the future, but 
we know with certainty that the social dimension is 
changing the economy and the way to value is pro-
duced, so we must equip ourselves with a new para-
digm where cohesion and sustainability will weigh 
more.” (Paolo Venturi)8

The new models introduced by the reform require in-
novative startups with a social vocation to simultane-
ously impact market innovation and show benefits 
produced for the beneficiaries. The most relevant solu-
tion is to measure social impact, defined as the metric 
that becomes the main tool for qualifying and measur-
ing the sociality of entrepreneurial action.

“The social [dimension] enters as a characterizing 
factor in traditional supply chains producing a new 
generation of services (social agriculture, social hous-
ing, cultural welfare, social tourism, etc.); technology 
and new skills are significantly modifying the orga-
nizational models and the life cycle of new social 
enterprises; lastly, the social purpose is increasingly 
measured in terms of impact.” (Vincenzo Algeri, 
Offical Report on Impact Investing UBI Banca – 
2018) [UBI Banca, 2018].

The reform emphasizes how today it is impossible for 
any kind of company to omit the identification of so-
cial outcomes in the definition of a long-term econom-
ic strategy. Efficiency alone is no longer sufficient for 
building competitiveness and sustainability. The social 
dimension, understood as the quality of value, sus-
tainability, and care of its stakeholders [Porter, Kramer, 
2011] is no longer an externality or an effect of eco-
nomic action, nor an element that can only be used to 
heal the “failures” of the state and the markets. Thus, 
it becomes necessary to understand how to measure 
it and how to aggregate performance measurement 
systems of economic sustainability and the creation 

of social value. The social dimension is no longer rel-
egated to being an output of the redistribution process 
implemented by public institutions, but becomes a 
generative mechanism, an input, within the model of 
integral human development [Venturi, Puccio, 2018]. 
The social dimension as an input allows one to trigger 
and accelerate processes of hybridization and conver-
gence, bringing about systemic innovation. In addition, 
starting from the perimeter of the enterprise, they also 
modify the external dimension of it, giving life to new 
forms of participation and territorial democracy bet-
ter able to respond to requests from communities and 
territories.

Discussion
The analysis of the data shows how, referring back to 
Brouard and Larivet’s framework mentioned earlier, 
the Italian reform impacts the social entrepreneur, 
the social enterprise, and the social economy, effec-
tively supporting the drivers of social entrepreneur-
ship (Table  3). From an individual perspective, the 
reform aims at encouraging the use of new organiza-
tional models that allow social entrepreneurs to use 
new forms of business as their vehicle for social action 
[Mair, 2010]. The institution building process takes 
place thanks to the use of governance tools and the 
development of a new awareness in building a social 
enterprise (through the development of innovative en-
trepreneurial mindsets). It favors the implementation 
of a generative driver of new forms of hybrid organi-
zations, so-called “second generation hybrids” [Rago, 
Venturi, 2014, p.1], such as start-up enterprises with a 
social purpose, community enterprises, or cooperative 
platforms. Hybrid organizations bring a transforma-
tive systemic innovation [Mulgan, Leadbeater, 2013] 
able to involve other forms of organizations (both 
profit and non-profit) in a complementary manner.
In terms of ecosystem development, the main need 
is to encourage the development of partnerships and 
networks between social enterprises and other eco-
system actors. There are two players that have an im-
portant role to play in this: the investors, through the 
launch of new impact investing tools and new forms 
of hybrid social media as well as representative or-
ganizations (meta-organizations) that must find new 
tools and services to offer to associated organizations. 
By encouraging the development of collaborative 
networks between different actors, it is possible to 
increase the impact that social enterprises can cre-
ate. The greater the number of subjects involved, the 
greater the ability to produce economic and social 
value [Brouard, Larivet, 2010] because this value cre-
ation is distributed among a variety of sectors thanks 
to a process of cross-sector partnership and smart re-
location along the entire value chain. 

8 Interview Ernst & Young Foundation. https://www.ey.com/Publication/vwLUAssets/Report_Forum_Fondazione_EY/$FILE/Report_Forum%202018.pdf, 
accessed 17.03.2019.
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Last but not least is the impact produced by the new 
forms of social enterprises. The enlargement of a net-
work of actors allows the system to expand opportuni-
ties to create economic value and to involve a greater 
number of workers. The new forms of welfare in Italy 
today represents a real “industry” that is worth 109.3 
billion euro, equal to 6.5% of GDP. For Italian families, 
it is now the third item of expenditure after food and 
housing. On average, family spending on welfare ac-
counts for 14.6% of net income [Tucci, 2017]. These 
elements are important for promoting employability in 
two ways: on the one hand, the creation of new jobs, 
thanks to the growth and scaling that social enter-
prises can do and, on the other hand, the development 
of networks of companies and ecosystems favors the 
creation of new professional figures and allows for the 
allocation of new skills in the world of the third sector. 
Similarly, new forms of collaboration and networks of 
companies allow one to innovate the services offered 
to the beneficiaries, allocating them in a new way in 
the value chain of the enterprises [Venturi, Zandonai, 
2014]. In any case, it is also important to find new ways 
of measuring the outcomes of these innovative forms 
of job creation. The ability to measure becomes the real 
challenge to be solved in order to demonstrate the ef-
fectiveness and efficiency of this new model of social 
enterprise.
Directly related to the implications of the reform in 
terms of job creation are the implications for the skills 
needed to be effective in a growing and more complex 
third sector. Without opening a whole new front on 
a detailed analysis of a broad range of skills, we feel a 
strong focus should be placed upon the development 
of entrepreneurial skills, both because they constitute 
a large subset of the broader range and because it is 
where, in Italy, there may be the largest gap. An entre-
preneurial mindset and the entrepreneurial skills that 
go with it are essential for social entrepreneurs as they 
work on building social enterprises and collaborative 
networks. However, while individuals may be able to 
chart an educational path that develops entrepreneur-
ial skills, policy makers cannot leave this development 
to chance. On the contrary, they will have to become 
experts at entrepreneurial skills and foster their devel-
opment at all levels. 

This will involve, first of all, acknowledging the impor-
tance of entrepreneurial skills. The 2019 Global Talent 
Competitiveness Index (GTCI) clearly establishes the 
importance of entrepreneurial talent in creating new 
jobs at startup level, as well the vital role it can play 
in larger organizations and even governments. It fur-
ther stresses that entrepreneurial skills should “be ful-
ly reflected in the curricula and practices of existing 
educational institutions, including business schools” 
[Lanvin, Monteiro, 2019, p. 8]. In the GTCI index, Italy 
ranks 38th overall but 23rd among European countries 
[Lanvin, Monteiro, 2019]. In a study involving 170 en-
trepreneurs and prospective entrepreneurs, Elmuti et 
al. find that there are causal linkages between entrepre-
neurial education and ventures’ effectiveness [Elmuti 
et al., 2012]. The research carried out by Charney and 
Libecap shows that an entrepreneurial education pro-
duces self-sufficient, enterprising individuals, who 
contribute to growth and wealth creation and become 
champions of innovation. In particular, they found that 

“on average, emerging companies that were owned by 
or employed entrepreneurship graduates had greater 
than five times the sales and employment growth than 
those that employed non-entrepreneurship graduates” 
[Charney, Libecap, 2000].
Secondly, it will involve identifying the key entrepre-
neurial skills to foster. In this regard, the policy mak-
er can rely on the significant work performed by the 
European Union, which first identified entrepreneur-
ship and a sense of initiative as one of the eight key 
competences necessary for all citizens to thrive and 
then developed the EntreComp framework, which 
proposes a shared definition of entrepreneurship as a 
competence [Bacigalupo et al., 2016]. The EntreComp 
framework is articulated into three interrelated com-
petence areas (Ideas and Opportunities, Resources, 
and Into Action), which in turn consist of five compe-
tences each. The framework further outlines an eight-
level progression model that can be of great value for 
curriculum development. 
Third, it will involve identifying the multiple areas 
of intervention, which go beyond a purely academic 
curriculum. Research shows that the development of 
entrepreneurial skills stems from a combination of 
varied experiences, rather than the depth in any spe-

Таble 3. Characteristics of the Third Sector Reform

Drivers of the Reform Level of the Impact Activities Required Expected Outcomes
Institution building Social Entrepreneur •	 Governance initiatives

•	 Instruments to develop a new mindset
•	New organizational forms

Ecosystem development Social Enterprise •	 New investment instruments;
•	 New ways to characterize representation 

with meta-organizations

•	Development of alliances and 
partnerships

Social impact Social Economy 
Sector

•	 Measuring impact;
•	 favoring employability;
•	 organizing new forms of beneficiary 

involvement.

•	Creation of social and economic 
value;

•	New job opportunities and new 
forms of employability

Source: authors.
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cific type of experience or education [Stuetzer et al., 
2013]. This has significant implications for curriculum 
design and argues for the incorporation of greater flex-
ibility in the activities in which students can to take 
part. Huq and Gilbert specifically look at the benefits 
of work-based learning in social entrepreneurship 
with findings that strongly advocate for the inclusion 
of work-based learning to develop the mindset and the 
skills that social entrepreneurs will need [Huq, Gilbert, 
2013]. Tixier et al provide further guidance by analyz-
ing entrepreneurial education at three different levels: 
the fostering of a widely spread entrepreneurial mind-
set, the development of entrepreneurial knowledge 
and skills that will lead to entrepreneurial action, and 
creating more exposure to entrepreneurial situations 
[Tixier et al., 2018]. The policy maker may intervene 
at all of these levels to foster the culture and the skills 
needed to support the growth of social entrepreneur-
ship (as well as for profit entrepreneurship).

Conclusions and Directions for Future 
Research
In this paper we focused our analysis on the innovation 
introduced by the reform of the Italian third sector in-
troduced in 2017, presenting the first results that dem-
onstrate the drivers of development for Italian social 
enterprises. The new policies introduced seek to find 
a way to ensure the greater efficiency of the system of 
Italian social enterprises. The third sector is expanding 
and growing. To foster growth, it was necessary to in-
troduce suitable tools: new organizational models, new 
forms of governance, a multidisciplinary sector, new 
forms of investment, and the possibility of creating part-
nerships and effective alliances. Making social enterpris-
es more effective means allowing these organizations to 
grow and produce greater social and economic value. In 
this way, it is possible to envisage the greater economic 
sustainability of companies through the development of 
new employability and new forms of work (technologi-
cal and not) that can accompany the development and 
innovation of social enterprises.

The model presented in this paper further examines 
the issue of entrepreneurial policy theory as a main 
driver of innovation for a specific typology of organi-
zations (social enterprises) or a specific field (the third 
sector or social economy in general). Relying on the 
Mair and Marti’s conceptualization of social enter-
prises [Mair, Marti, 2006], it provides new guidelines 
to study the evolution of a specific typology of organi-
zation that provides tools and policy instruments that 
favor the adoption of innovation at all organizations. 
By doing so, our research contributes to setting up 
foundations for the development of a theory of policy 
entrepreneurship [Autio, Rannikko, 2016] applied to 
social enterprises and the third sector. The develop-
ment of this theory is all the more important because 
it will render social entrepreneurship theory more ac-
tionable by explaining how, in some situations, insti-
tutions may shape organizations and not the opposite. 
Finally, considering the three-level model provided 
by [Brouard, Larivet, 2010], this approach aims to ex-
plore the interactions that exist between the different 
levels of analysis and provide empirical evidence of 
how individuals can use organizations to innovate sec-
tors. Bringing the individual level of analysis together 
with the organizational and sectoral levels opens up 
new paths of research on entrepreneurial policy. First 
of all, our study is an exploratory case study for the 
purpose of theory building. The validity of the study 
is solid as it goes into a case of an industry that in-
troduces a reform to build the foundations for the de-
velopment of innovation within it with a multi-level 
approach that takes into consideration what happens 
at the level of individuals, organizations, and the field 
in general. Future studies will be able to generalize the 
multi-level approach in other sectors and try to under-
stand whether the dynamics are the same or if there 
are significant differences or similarities. In addition, 
further studies should concentrate on the development 
of a framework that measures the impact of entrepre-
neurial policy on employability and on the creation of 
new job opportunities
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