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This issue of the journal is dedicated to the various aspects of entrepreneurial development 
in countries with transitional economies. The specific features of entrepreneurship during 
the transition to a market economy are analyzed. Such features include the institutional 

environment that determines the socioeconomic and political contexts of entrepreneurial activities, 
sets the structure of incentives, and defines specific business strategies. In some cases, the relevant 
institutions’ activities result in the emergence of predominantly productive entrepreneurship, in 
others, there are unproductive or even destructive processes [Baumol, 1990]. Thus, various national 
ecosystems are created, which affect innovation activities, labor markets, and people’s involvement 
in entrepreneurship in a variety of ways.

Despite the fact that an impressive body of literature on the specific features of entrepreneurship 
in the former socialist countries has emerged over the past 20–25 years, a certain shortage 
of comparative empirical analysis still exists. This is due to the limited availability of reliable, 
representative data and a lack of validated concepts that might explain the increasingly divergent 
entrepreneurial ecosystem development paths for various former members of the so-called socialist 
bloc.

The papers in this issue advance a critical analysis of a popular thesis according to which the 
so-called “path dependence effect” is at the core of the country-specific evolution of entrepreneurial 
ecosystems in post-socialist nations. Over the course of the quarter of a century that has passed 
since the collapse of the socialist system in Central and Eastern European (CEE) countries and 
the former Soviet Union new opportunities have arisen there along with new institutional traps. 
They reflect the “design” of the systemic transformation, and describe the state of entrepreneurship 
in each of these countries. Furthermore, the authors confirm the argument that, in addition to 
the obvious differences in economic development levels, the state and the rate of entrepreneurial 
evolution in the countries under consideration are affected by numerous socio-cultural factors. As 
a consequence, countries with comparable per capita GDP figures may be very different in terms 
of their entrepreneurial development, or vice versa, they may be quite close to each other in this 
respect despite having significantly different general economic indicators.

Any entrepreneurial activity can be measured at the start-up stage, when potential challenges and 
opportunities are defined. The first group of papers in the issue analyze the sources of, reasons for, and 
patterns of entrepreneurial activity in the post-socialist region. The paper by Alexander Chepurenko 

“Entrepreneurial Activity in European Post-Socialist Countries: Methodology and Research Limits” 
considers approaches to classifying CEE countries into structurally and contextually defined groups. 
The paper analyzes the principles underlying such a taxonomy and proposes and justifies its new, 
original methodology. Two “axes” are put forward to typologize entrepreneurial ecosystems: the 
level of entrepreneurial activity and the quality of framework conditions for its development. The 
first indicator is determined by the motivational structure of entrepreneurship, and the second, by 
the difference between the share of nascent entrepreneurs, and that of people who ceased their 
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business activities over the relevant period. Based on these two indicators measured by the Global 
Entrepreneurship Monitor (GEM), the paper identifies several clusters of CEE countries. Despite 
various limitations, this approach allows one to uncover empirically based differences between 
national entrepreneurship ecosystems and highlights the need to design government policies 
adapted to specific national contexts.

The paper by Karina Bogatyreva and Galina Shirokova analyzes the factors affecting the 
entrepreneurial activities of students, who due to their age and specific professional knowledge, have 
great potential to establish innovative entrepreneurial firms. On the basis of a sample comprising 
32 Russian universities, the authors assess how factors like belonging to a business-owning family, 
support provided by the university entrepreneurial environment, and the level of development of 
the regional institutions affect the successful completion of the aspirations – to – start-up stage. 
The study is based on the planned behavior theory and the embeddedness perspective. It uses 
data from the Global University Entrepreneurial Spirit Students’ Survey (GUESSS) conducted in 
2013–2014. It was found that coming from a business-owning family tends to negatively affect 
potential entrepreneurs’ probability of founding a start-up. On the contrary, there is a significant 
positive correlation between the level of development of the regional institutional environment for 
entrepreneurship and students’ decision to set up a new venture. The pattern previously detected 
in advanced market economies was confirmed in the Russian context as well: without a smoothly 
operating regional entrepreneurial ecosystem, many aspirations to establish innovative start-ups 
simply cannot be realized. Accordingly, there is a need to review the interactions between key elements 
of the regional innovation process: start-up firms, intra-university innovation infrastructure, and 
the system of institutions responsible for promoting an innovation-based economy. 

Alina Sorgner’s paper is focused on the challenges faced by entrepreneurship due to the prospects 
for automation and the replacement of human labor at mass production facilities, which advanced 
economies will encounter as they move into the new technological paradigm. Various scenarios 
for employees who are going to lose their jobs due to automation are analyzed, such as becoming 
unemployed, changing professions, or becoming entrepreneurs. On the basis of data from the 
German longitudinal project, Socio-Economic Panel Data, the author concludes that representatives 
of more “secure” professions are more likely to opt for self-employment or establishing new 
companies than those whose jobs are likely to be cut. In other words, the overall growth of 
entrepreneurship will be achieved not due to necessity-driven entrepreneurs (i.e., those forced to 
make this choice by an unfavorable labor market situation), but rather by those motivated by the 
opportunities offered by new emerging technologies. However, this conclusion primarily applies to 
advanced market economies. In post-socialist countries where many framework conditions (ranging 
from the population’s attitudes toward entrepreneurship to the actual institutional conditions for 
entrepreneurial activities) are distinctly different, the situation may therefore be quite different. An 
upsurge of necessity-driven entrepreneurship is quite probable there, similar to what happened at 
the beginning of the systemic transformation, however, this time it will be primarily caused not by 
social but technological trends. Confirming or refuting these hypotheses would require an analysis of 
the technological entrepreneurship segment in such countries, its specific features and development 
trends given that the degree of technological entrepreneurs’ participation in the entrepreneurial 
ecosystem and the institutional maturity may significantly affect the prospects for the next wave of 
high-tech start-ups.

A special section of the journal, “Technological entrepreneurship: growth factors”, is devoted to 
analyzing the aforementioned segments in developing economies. Przemysław Zbierowski’s paper 
opens it. Based upon GEM data for 2013-2015 for Russia, Hungary, Romania, Poland, Lithuania, 
Latvia, Estonia, Czech Republic, and Kazakhstan, the author analyzes technological entrepreneurs’ 
expectations and intentions regarding growth, entering external markets, and innovation strategies, 
furthermore he assesses their contribution to economic and social development. Radical differences 
were discovered between the above countries, both regarding the share of high-tech companies 
in the overall group of early entrepreneurs and in terms of expectations for growth, expansion to 
foreign markets, and innovation activities. Notably, Russia had the lowest values for almost all these 
indicators, while “leadership” is shared by several countries. Despite the limitations imposed by 
the GEM methodology, the results of the study allowed us to conclude that in the medium term, 
new high-tech companies’ contributions to various transitional economies would probably be 
different, while the differences between country-specific aspects of entrepreneurship are likely to 
keep growing. Developing effective political recommendations will not be possible without taking 
the relevant national contexts into consideration.

Chepurenko А., pp. 6–9
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On the basis of case studies concerning technological entrepreneurship in Turkey, Elif Kalaycı 
analyzes the development of networks between the founders of innovative start-up companies 
and their relevant potential stakeholders. The latter primarily includes family members and the 
government institutions responsible for supporting and promoting entrepreneurship. The author 
demonstrates that amid the specific socioeconomic conditions of a country like Turkey, family may 
significantly impede the development of innovative entrepreneurship. They might do so due to 
fears of the risks their relatives who decide to go into such businesses might face due to unstable 
institutional conditions. This observation can also be applied to post-socialist countries whose 
relevant framework conditions are similar to those of Turkey. The obvious contradictions between the 
mentality of employees (guided by causal considerations) and the effective logic of an entrepreneur 
can lead to the collapse of a start-up even at an early stage of its life cycle. Adopting an ethical and 
passionate approach to business from the very start helps bring an entrepreneur’s social network into 
the circle of stakeholders supporting their project. The author’s results partially contradict, but at 
the same time supplement the data previously published in the literature. The entrepreneur’s family 
and the team they put together do not always serve as sources of help and support. Furthermore, in 
certain societal contexts, they can either stop the entrepreneur from launching the new venture or 
cause its failure. In such cases, having a sound basic idea and being able to involve members of one’s 
social network in the business project become particularly important.

The paper by Olga Obraztsova, Tatiana Poliakova, and Ekaterina Popovskaya is devoted to an 
important issue: the assessment of the effects of various mechanisms for funding start-ups. In the 
majority of transitional economies, the entrepreneurs’ own resources and so-called “love capital” 
(money provided by family or friends on non-market terms) serve as the main funding sources 
for start-up firms, which limits their opportunities for growth. In an attempt to find out what 
conditions would prompt early-stage entrepreneurs to more actively use borrowed resources, the 
authors analyzed a sample comprised of more than 2,000 observations made as part of the GEM 
project on the macroeconomic market parameters in Russia and six CEE countries. This paper 
demonstrates that, depending on the national context, different combinations of external factors 
and internal attitudes affect start-up entrepreneurs’ ability to obtain funding from official sources. 
For example, in Croatia and Bosnia and Herzegovina such opportunities are significantly reduced 
due to related risks, which, on the other hand, are outweighed by highly innovative business ideas. 
This is also true for Latvia, where (as in Russia) favorable conditions for starting one’s own business 
play a no less important, positive role. In Slovenia and Romania, the promotion of a positive image 
of entrepreneurship by the media is critically important. Post-socialist countries vary significantly 
not only in terms of their entrepreneurial activity, but also regarding the list and the nature of 
conditions that affect the available opportunities to borrow financial resources. Therefore, flexible 
national entrepreneurship promotion policies are needed. In some cases, promoting a more positive 
image of such activities in the media or increasing the financial and economic know-how of potential 
entrepreneurs seems to be enough, while in others systemic factors turn out to be more important, 
such as favorable conditions for establishing a new business or the innovativeness of the idea behind 
the start-up.

As companies mature, their links with the entrepreneurial ecosystem become more extensive 
and diverse. Specific features of this process in post-socialist countries are poorly understood. The 
materials presented in the third section, “Small and medium entrepreneurship”, help one learn more 
about them. The chapter is opened by a paper by Victoria Golikova and Boris Kuznetsov, who assess 
external and internal factors limiting the growth of Russian small and medium firms. The data 
collected through an international survey of companies on the basis of a compatible methodology 
allowed the authors to conclude that compared with the EU, Russia has a higher share of small 
and medium production companies striving to step up the scale of their operations, but find they 
are unable to do so. The main reason is a lack of resources including skilled personnel, advanced 
equipment and extensive business networks. Insufficient access to external markets also hinders 
growth. The economic situation in the regions where the companies are located also plays a role: 
the higher the per capita GRP, the more satisfied companies are with the scale of their operations. 
Finally, the quality of the business climate matters as well (in particular, the level of corruption): 
only companies who know how to survive in an unfavorable environment can grow to the size they 
would consider sufficient. This may explain why Russia has fewer small and medium production 
companies able to successfully compete on the market compared with EU countries. A kind of 
vicious circle emerges: high administrative barriers result in higher transaction costs and smaller 
firms are more vulnerable to administrative pressure. The authors point out the institutional 
trap into which small production firms fall in regions where unstable or unfavorable framework 

Editorial
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Baumol W.J. (1990) Entrepreneurship: Productive, Unproductive, and Destructive. Journal of Political Economy, 
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References

conditions for entrepreneurship prevail. Therefore, without a qualitative change of the institutional 
environment, all measures to provide targeted support, including attempts to attract investments 

“manually”, engaging private business in public procurement, etc., would not work. Thus, small and 
medium firms cannot create new high-quality jobs and innovations in the Russian and other similar 
economies.

The paper by Ian Miles, Veronika Belousova, and Nikolay Chichkanov analyzes the various 
innovation activities of companies providing knowledge-intensive business services. The study 
was based on data collected for 477 Russian companies belonging to this sector. Several clusters 
were identified: non-innovative companies, organizationally oriented innovators, marketing-
oriented innovators, technological innovators, non-technological innovators, and companies with 
a diversified innovative profile. The classification is based upon prevailing innovation types, the 
correlation between demand for knowledge-intensive services and customers’ innovation activity 
level, and the degree of services’ customization. The larger the company, the more diversified its 
innovation activities tend to be. And vice versa, smaller firms tend to be concentrated in the non-
innovative cluster. This means that large-scale innovation activity requires financial stability, the 
application of advanced innovation management techniques, and other similar assets which small 
firms usually lack. At the same time, it is small and start-up companies that often create breakthrough 
innovations and advance social entrepreneurship.

Jana Hojnik, Mitja Ruzzier, and Tatiana Manolova studied the correlation between the 
application of various “green” innovations and firms’ efficiency on the basis of data about more than 
200 Slovenian companies. They established that the level of companies’ innovation activity directly 
affects their inclination to use green technologies and make green products. Various eco-innovation 
types make different contributions to overall business efficiency: organizational innovations work 
well at all firms, while process innovations generate results only at more innovative companies. The 
results obtained by the authors suggest that companies should more actively use more advanced eco-
innovations. However, keeping in mind the conclusions arrived at by V. Golikova and B. Kuznetsov, 
this holds true for countries with successfully functioning entrepreneurial ecosystems. In other 
socioeconomic contexts, the growth of companies’ productivity may be affected by other factors.

Chepurenko А., pp. 6–9
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Abstract

The subject of this article is the entrepreneurial activity 
of the population residing in the post-socialist 
countries of Central and Eastern Europe (CEE), 

and its goal is to identify different types of ecosystems of 
entrepreneurship in these countries by means of analyzing 
entrepreneurial activity in various countries/groups of 
countries considered in the context of their societal and 
economic development. Empirically this article is based 
upon data from the Global Entrepreneurship Monitor 
(GEM). On the basis of an analysis of the strengths and 
weaknesses of existing approaches in the relevant literature 
to the taxonomy of business ecosystems, using a set of key 
country-level indicators of the GEM for 2011, this article 
proposes a taxonomy for entrepreneurship ecosystems 

Keywords:  
entrepreneurship ecosystem;  
entrepreneurial activity;  
Central and Eastern Europe;  
entrepreneurship theory.

based on two «axes» — the quality of entrepreneurial 
activity (high, average, below average) and the state of the 
entrepreneurial framework conditions in the respective 
countries (favorable, average, below average). The result is 
a clustering  of CEE countries’ entrepreneurship ecosystems, 
where the worst cluster consists solely of Bosnia and 
Herzegovina, and the best contains the Czech Republic. 
Russia belongs to a cluster with mid-level indicators along 
both axes. The results might be used to implement a more 
focused policy promoting entrepreneurship and support for 
small businesses, which must move away from generalized 
schemes towards concrete policy concepts taking into 
account the resources and limitations of each of the selected 
types of entrepreneurship ecosystems.
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People’s Entrepreneurial Activity: Sources and Patterns

The emergence of entrepreneurship during the early stages  
of systemic transformation
One of the major aims of the process of systemic transformation in the former Socialist countries in the 
late 1980s – early 1990s was the promotion of private entrepreneurship as a key tool for transitioning to 
a market economy [Kornai, 1992; Dallago, 1997; Blanchard, 1998; McMillan, Woodruff, 2002; et al.]. The 
international organizations that provided consulting and financial support for designing and establishing 
new institutions, along with the majority of national experts in Central and Eastern European (CEE) 
countries and the former USSR republics, assumed that entrepreneurship would emerge and become 
embedded in more or less the same forms, relying on similar legal principles and institutional prerequisites. 
All these factors were supposed to emerge along with the establishment of suitable socioeconomic 
conditions [Sachs, 1996; Gros, Steinherr, 2004] and the transfer of international experience, primarily 
that of the US and the EU.
The challenges entrepreneurs in the post-socialist countries faced during the initial stage of systemic 
transformation in most cases were common among them all [Kornai, 1992; Sachs, 1996; Johnson et al., 
2000; Aidis, 2005a, 2005b]. However, by the mid to late 1990s, it became clear that these countries had 
split into two groups: transitional economies (i.e., those relatively successful in creating the conditions 
and prerequisites for the emergence of an entrepreneurial ecosystem) [Smallbone, Welter, 2002; et al.], and 
those that lagged in this process. The different levels of performance of said entrepreneurship ecosystems 
were mostly determined by their previous development experiences (path dependence).
It turned out that the average level of entrepreneurial dynamics in these countries was lower than 
expected at the early stage of the systemic transformation [Scase, 1997]. Moreover, experts noted that 
in most of these economies, privatization did not lead to the emergence of increased opportunities for 
new “Schumpeterian” entrepreneurship based on the formerly public assets [Kontovorich, 1999; Black et 
al., 2000; Earle, Sakova, 2000; Chilosi, 2001; Puffer, McCarthy, 2001; Manolova et al., 2008; Hashi, Krasniqi, 
2011]. Furthermore, in many countries privatization in effect amounted to assets being seized by the 
former “nomenklatura” or by large multinational corporations supported by the new political elite. In 
other words, the phenomenon of so-called “predatory entrepreneurship” became a prominent feature of 
the initial stage of systemic transformation [Feige, 1997; Scase, 2003; Spicer et al., 2000].
Contrary to the large companies that emerged due to a “top-down” redistribution of formerly public assets 
between political entrepreneurs making use of their informal connections with decision-makers in many 
CIS countries [Boycko et al., 1997; Rehn, Taalas, 2004], the “bottom-up” spontaneous entrepreneurship, 
mostly represented by micro- and small businesses or solo entrepreneurs, had to rent the assets required 
to successfully operate their businesses from the state. 
By the second half of the 1990s, it was generally accepted that countries transitioning to the new 
socioeconomic system were not homogeneous. Experts began to differentiate between the former Soviet 
republics, on the one hand, and the CEE and Baltic countries, on the other. After several of the latter 
were integrated into the EU, this division was accepted in the literature. A comparative analysis of the 
institutional environments and specific features of entrepreneurship in both groups of countries focused 
primarily on the following aspects (Table 1).

From a common past to a different present
By the early 2000s it became evident in the literature that the CEE and Baltic countries had achieved 
notable progress in their systemic transition to an entrepreneurial economy compared with the former 
republics — the members of the Commonwealth of Independent States (CIS) [Smallbone, Welter, 2002]1. 
Even in historically and geographically close countries, a basic indicator such as Total Early-Stage 
Entrepreneurial Activity (ТЕА) varies significantly (Figure 1).
Notably, the average ТЕА in post-socialist countries is higher than in the “older” EU member states. 
A possible explanation is the base effect: in such new market economies, market entry barriers and 
competition remain low, therefore it is easier to establish and run imitative (as opposed to innovative) 
businesses. It should be kept in mind that a significant part of entrepreneurial activity in post-socialist 
countries still is necessity-driven [Earle, Sakova, 2001] (Figure 2).
Compared with other EU economies covered by the GEM, the entrepreneurs in post-socialist countries 
have more modest ambitions regarding growth and new markets, preferring to do business on markets 
where they already are present; they do not try attract new groups of customers and consumers. However, 
there are certain differences in this regard as well (Figure 3).

1 More localized (geographically or in terms of foreign policy) clusters of post-social countries are also suggested, such as the 
Visegrad Group or the Black Sea Basin countries (including non-socialist Greece and Turkey). Some researchers also insist upon 
the need to view former the Yugoslav republics separately, given that Yugoslavia had market socialism as opposed to the planned, 
state-run economy [Szerb, Trumbull, 2015].
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In some countries, the product-innovation TEA is more than twice as high as in some others: 17% in 
Slovenia vs. only 6% in Hungary. Regarding technological innovations the gap is even wider, all the 
way to sevenfold: 28% in the Czech Republic vs. only 3% in the neighboring Poland (both being fellow 
members of the Visegrad Group).
Therefore, in the academic literature on entrepreneurship in post-socialist countries, a gradual shift 
towards factors that might explain the above differences occurred. By the early 2000s, three relevant 
theories emerged in the literature. The first links the aforementioned diversity to the variability 
of initial institutional and societal matrices, which do not help (or even hinder) the development of 
entrepreneurship [Aidis, 2005b; Ovaska, Sobel, 2005; van der Zwan, 2011]. Authors in the second group 
concentrate on microlevel factors such as the individual characteristics of entrepreneurs in specific 
countries [McMillan, Woodruff, 2002; Cieslik, van Stel, 2012; Lafuente, Vaillant, 2013]. They stressed 
that there were not solely different attitudes towards entrepreneurship in society, but also various types 
of entrepreneurs with different motivations, goals and objectives, values, etc., prevailing in different 
transitional societies.
Finally, researchers in the third group insist on the need to take into account both institutional and 
specific individual features of the entrepreneurs [Estrin et al., 2006; Hashi, Krasniqi, 2011]. Following 
William Baumol [Baumol, 1990], they stress the differences between productive, non-productive, and 
destructive entrepreneurship [Kihlgren, 2003; Sauka, Welter, 2007], which combined with various 

Тable 1. Varying conditions for the development of entrepreneurship in CEE countries  
and the former Soviet republics in the 1990s

Figure 1. Share of early-stage entrepreneurs in the working population of EU countries(%)
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Factor CEE countries CIS countries

Environment

Association with Europe and EU countries Dominance of old Soviet networks
Western-oriented development, free market and 
democracy as their declared goals

Mafia-style capitalist development, “crony capitalism”

Regulatory system of the EU (importing institutions) Regulatory system, taking into account best practices and the 
countries’ own developments (diffused institutes)

Stable and transparent institutions No transparency, frequently changing institutions
During socialist period, small and limited
private business culture survived

During socialist period, private business culture was 
completely eliminated

Memory of private businesses No memory of private businesses
Communism collapsed and resulted in a new political 
elite

Communism collapsed with only some change to the political 
elite

Lack of financing Lack of financing
Lower levels of corruption Higher levels of corruption

Role of the state Invisible hand model governing the market Grabbing hand model: model of state distribution
Culture of cooperation and support Culture of surveillance and inspections

Business 
owners’ 
characteristics

Private businesses dominate economic activity, 
stability is the main goal

Business development focused on the ‘big strike’ or getting 
rich quickly; coping with unstable market conditions

Private businesses dominate economic activity, 
stability is the main goal

Generic business activities

Diversified business sectors Business activities primarily engaged in trade
Business development seen as a gradual process Part-time businesses in combination with employment in the 

state sector
Individual businesses are the dominant form Partnerships for business protection and survival predominate
Businesses function as part of an official economy Businesses function in both official and informal economies

Source: [Aidis, 2005a].
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institutional barriers creates different business habitats. Looking through such a lens, it becomes possible 
to identify different as well as some completely unique entrepreneurial ecosystems, comprising a small 
number of innovative companies with high growth potential and a mass of non-productive actors such 
as microenterprises, the self-employed (including those engaged in informal and shadow sectors of 
the economy), and businesses whose main resource is political rent (e.g., revenues generated through 
corruption, etc.) or even criminal violence [Smallbone, Welter, 2002; Volkov, 2012] (see Table 2). Not only 
do formal institutions whose development is monitored by international organizations and reflected in 
special indices (such as Doing Business2 etc.) play a role, informal ones do as well. These were noted by 
Saul Estrin and Tomasz Mickiewicz [Estrin, Mickiewicz, 2010] who among other things analyzed various 
attitudes, perceptions [Chepurenko, 2008], and social norms including trust [Raiser et al., 2003; Welter 
et. al., 2005].
Accession to the EU in 2004 and the rapid institutional development of eight CEE and Baltic countries  
(and, subsequently, three Balkan nations) resulted in increasingly different conditions for entrepreneurship 
there and in other transitional economies. This gap was due to the implementation of the framework 
principles of and approaches to providing support to entrepreneurship in the new EU member states, 
which permitted international organizations, to distinguish them from economies that do not meet the 
EU’s requirements for business conditions and the development of the entrepreneurial environment. 
It is assumed by international organizations that the new EU members have completed their systemic 
transition [Kornai, 2006; Gros, Steinherr, 2004], while other countries are still moving towards that goal. 
In effect, geopolitical factors have become the criteria for classifying post-socialist countries.

Approaches to classifying entrepreneurial ecosystems:  
different approaches in the literature
An analysis of the framework conditions and entrepreneurial activities on the basis of Global 
Entrepreneurship Monitoring (GEM) data and various indices used by international organizations 
gives reason for doubting the relevance of such a geopolitically based approach to the typologization 

Figure 2. Shares of opportunity- and necessity-
driven early-stage entrepreneurs among the 

economically active adult population of post-
socialist European countries: 2001–2011 (%)
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Figure 3. Structure of early-stage  
entrepreneurship in post-socialist countries  

by innovation type: average values  
for 2001–2011 (%)
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Тable 2. Entrepreneur types based on motivation and source of revenues

Entrepreneurship
Productive Non-productive Destructive

Necessity-driven “Shuttles” “Roofers” “Raiders”
Opportunity-
driven

Entrepreneurs/companies with high 
growth potential (‘gazelles’)

Public and partially public monopolies “Violent entrepreneurship”

Source: [Chepurenko, 2015].

2 Available at: http://www.doingbusiness.org/, last accessed 18.04.2017.

opportunity-driven
necessity driven

ТЕА:
product innovation
technology innovation

ТЕА:
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of post-socialist countries, at least as regards the ecosystems of entrepreneurship [Chepurenko, 2015; 
Szerb, Trumbull, 2015]. As Acs et al. said: “Because entrepreneurship researchers have focused on the 
individual and ignored the context, we have missed at least three important points: (1) that it is the 
context that regulates who decides to start a new firm; (2) it is the context that regulates what kind of 
firm they will start; (3) that the context also decides how aggressively the firm will pursue growth and 
with what outcomes” [Acs et al., 2016, p. 530]. In our opinion, obtaining a deeper and more precise 
understanding of the nature of entrepreneurship in post-socialist countries [Chepurenko, 2015] requires 
a deep immersion into the context of the various respective ecosystems, by studying the following areas:
•	 Context-dependent classification of transitioning societies and economies based upon an analysis 

of various institutional matrices and empirical data [Aidis et al., 2010a; Chepurenko et al., 2012; 
Estrin, Mickiewicz, 2010; Obraztsova, Chepurenko, 2010; Szerb, Trumbull, 2015; Welter, 2005; Welter, 
Smallbone, 2011b; et al.];

•	An analysis of the effects of various types of interactions between networks, formal and informal 
institutions, and their impact on entrepreneurial behavior [Batjargal, 2006; Commander, 
Tolstopiatenko, 1997; Rehn, Taalas, 2004; et al.];

•	 Studying the variety and heterogeneity of productive, non-productive, and destructive entrepreneurship 
during a systemic transformation [Rona-Tas, Sagi, 2005; Sauka, Welter, 2007; et al.];

•	 Identifying and analyzing the role of institutional traps that appear as a result of the import of 
institutions and best practices; analyzing the evolution of small and medium business development 
policies [Welter, Smallbone, 2011a].

New theoretical approaches emerging in the scope of institutional theory allow one to critically rethink 
the development of entrepreneurship in post-socialist countries. Employing a wide range of empirical 
data available to researchers, they allow one to make quantitative comparisons beyond the scope of official 
statistics. For example, our study [Chepurenko, 2015] suggests a cluster-based approach to measuring 
business activity as an extension of the “different transformations” concept (similar to the “different 
capitalism” models) [Hall, Soskice, 2001]). The diversity of entrepreneurial ecosystems is manifested 
through the disparity between the so-called entrepreneurial framework conditions (EFC) and the level of 
entrepreneurial activity in post-socialist countries. This concept does not refer to path dependence, i.e., the 
state of societies before the beginning of systemic transition alone, but finds classification criteria in the 
conditions and institutions that have emerged over the course of the systemic transformation process itself.
According to the GEM explanatory model, entrepreneurial framework conditions reflecting the 
socioeconomic context [Welter, 2011] include a set of institutions that affect the quality of the business 
environment and are measured using 10 indicator groups. The GEM has no integrated EFC indicator, 
therefore as a substitute for a national-level EFC index, we used an indicator calculated as the difference 
between the share of nascent business owners and the share of individuals who have shut down a business 
over the past year among the adult population provided by the GEM APS data. The difference between 
the number of those persons entering and leaving entrepreneurial activity over the same period of time — 
though it can be due in part to personal circumstances and motives — would still be representative 
enough to illustrate the entrepreneurs’ perceptions of the framework conditions for their activities. As 
the GEM annual monitoring surveys show, this perception turned out to be decisive for the establishment 
and liquidation of new firms alike. Thus, the quality of the entrepreneurial framework conditions can be 
expressed using the following formula:

Тable 3. EFC quality and entrepreneurial  
activity indicators in post-socialist countries (based on the GEM data for 2011)

Country (TEAIDE — TEAnec) : TEAmixed (BBO — BUSdisc)

Bosnia and Herzegovina –2.329 –1.3
Croatia –0.135 1.7
Hungary –0.045 2.5
Latvia 0.728 3.8
Lithuania 0.770 3.5
Poland –2.110 1.8
Romania –0.285 1.7
Russia 0.481 0.9
Slovakia 0.164 2.2
Czech Republic 1.802 2.4
Slovenia 1.065 0.4

Source: [Bosma et al., 2012].

Chepurenko А., pp. 11–24
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Δof TEA = (BBO — BUSdisc),
where:

BBO is the share of nascent entrepreneurs, and
BUSdisc is the share of people who have discontinued their entrepreneurial activities over the course 

of the previous year.
The ‘quality’ of entrepreneurial activity does not solely reflect entrepreneurs’ ability to contribute to 
employment and economic growth in a country. As it is shown [Schillo, Persault, 2016], entrepreneurial 
intentions not only reflect individuals’ willingness to become entrepreneurs, but also certain components 
of the national business environment. Motivation, its character — driven by opportunity or necessity — 
is one of the parameters governing individual entrepreneurial aspirations, while the structure of that 
motivation, or the ratio of improvement-driven entrepreneurship (IDE) and necessity-driven activity is 
an important indicator for the entrepreneurial potential of the population. Numerous empirical studies 
[Hessels et al., 2008; Shane et al., 2003] demonstrate that various motivations affect goal-setting and 
the entrepreneurial strategies of newly established and developing firms, i.e., their potential for growth, 
export, and innovation — differently. Moreover, the GEM methodology [Reynolds et al., 2005] focuses 
on differences in entrepreneurs’ motivation in various countries, and especially on its effect on the so-
called U-curve of the correlation between entrepreneurial activity and economic development in various 
groups of countries [Reynolds et al., 2005]. The difference between prevailing entrepreneurial motivation 
(IDE or necessity) divided by the share of those motivated by mixed considerations can be used as an 
indicator of the quality of entrepreneurial activity, i.e.:
 (TEAIDE — TEAnec) : TEAmixed ,
where:
 TEAIDE is the share of improvement-driven early-stage entrepreneurs,
 TEAnec is the share of necessity-driven early-stage entrepreneurs, and

 TEAmixed is the share of early-stage entrepreneurs with mixed motivations correlated with their 
ambitions for growth and job creation.

TEAmixed is an important indicator because in certain economies, a large, occasionally even predominant, 
share of early-stage entrepreneurs are motivated both by necessity and opportunity, so taking into 
consideration only these two types does not completely cover the motivational structure of nascent 
businessmen in the relevant national samples.
The GEM data for 2011 (the year with the highest concentration of post-socialist countries in the GEM 
over the recent period of the project’s implementation) allowed [Chepurenko, 2015] to obtain a quite 
precise picture of the framework conditions and entrepreneurial activity in several countries (Table 3).
Taking into account the entrepreneurial framework conditions and the quality of entrepreneurial 
potential (presented as two axes), a model for clustering post-social economies by entrepreneurship 
ecosystem type was built (Table 4).

Тable  4. Distribution of post-socialist economies depending on the quality of entrepreneurial  
framework conditions and entrepreneurial potential (2011)

  (TEAIDE — TEAnec) : TEAmixed < 0 0 < (TEAIDE — TEAnec) : TEAmixed < 1 (TEAIDE — TEAnec) : TEAmixed > 1
Δof TEA < 0 Bosnia and Herzegovina — —
0 <Δof TEA < 2 Croatia, Poland, Romania Russia Slovenia

Δof TEA > 2 Hungary Latvia, Lithuania, Slovakia Czech Republic

Source: calculated by the author on the basis of materials in  [Bosma et al., 2012].

Тable 5. Entrepreneurial ecosystems in post-socialist countries

Country Quality of entrepreneurial activity Framework conditions
Bosnia and Herzegovina Low Poor
Poland, Romania, Croatia Low Average
Hungary Low Best
Russia Average Average
Latvia, Lithuania, Slovakia Average Best
Slovenia Best Average
Czech Republic Best Best

Source: composed by the author on the basis of data in [Bosma et al., 2012].
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Δof TEA < 0 means that entrepreneurial framework conditions in the relevant country are very poor;  
0 <Δof TEA < 2 means they are satisfactory; and Δof TEA > 2 implies relatively favorable conditions. 
The values of (TEAIDE — TEAnec) : TEAmixed < 0 indicate the low quality of entrepreneurship. In countries 
falling within the range of 0 < (TEAIDE — TEAnec ) : TEAmixed < 1 entrepreneurial activity can be assessed 
as satisfactory, and those whose values reach the level of (TEAIDE — TEAnec ) : TEAmixed > 1 have the 
best conditions for the development of entrepreneurship. The relevant GEM data allows one to rank 
entrepreneurial ecosystems of post-socialist countries (Table 5).
Some countries, such as Russia or Hungary, look better than could be expected on the basis of expert 
assessments of their current economic and political situations; others (e.g., Poland) conversely do not 
live up to expectations. Nevertheless, the results illustrate our main point: 20 years after the beginning of 
systemic transformation in European socialist countries and the former Soviet Union, entrepreneurial 
ecosystems and related conditions are quite different. Among other things this means that specific 
approaches need to be employed both to analyze the reasons and to make policy recommendations 
to improve framework conditions for and provide support to entrepreneurship and SMEs in the 
aforementioned countries. Weak points of our evidence include the limited range of post-socialist 
economies covered by the GEM project: most of the CIS and Balkan countries do not take part in it at 
all, while some others only participate in certain rounds, which makes it difficult to obtain dynamic data 
arrays covering several years. Accordingly, only two groups out of seven include more than one country, 
which reduces the value of such a classification.
A comparatively novel mechanism for an international comparison of entrepreneurial development was 
proposed in the scope of the so-called knowledge spill-over theory of entrepreneurship (KSTE): the 
Global Entrepreneurship Development Index (GEDI). This integrated indicator is calculated on the basis 
of 31 variables divided into 14 groups, which in turn are subsumed into three sub-indices [Acs, Szerb, 
2011]. The authors assume a set of individual and institutional characteristics exists in each country at a 
particular period of time, which together constitute a national entrepreneurship system (NES):

‘… A National System of Entrepreneurship is the dynamic, institutionally embedded interaction between 
entrepreneurial attitudes, ability, and aspirations by individuals, which drives the allocation of 
resources through the creation and operation of new ventures’ [Acs et al., 2014, p. 479].

The NES concept is systemic due to the fact that the cumulated impact of all the factors it comprises 
is larger than their sum. Unlike the microlevel (characteristics of, and resources available to, specific 
entrepreneurs) and mesolevel (networks, trust, etc.) approaches, the NES concept assumes that 
the development of entrepreneurship is affected by societal and institutional factors. However, this 
perspective reduces the problem to conditions for establishing and operating new companies, hence it 
follows that the definition of entrepreneurship reads solely as the process of establishing and managing 
of new ventures. A less restrictive concept of an entrepreneurial system was put forward by [Autio, Levie, 
2015], which describes the relationship between all processes and stages of development through the 
institutional context, seems to be more appropriate.
Another limitation of the index built in the scope of the NES concept is the sources of data for calculating it. 
Along with surveys of the economically active adult population and entrepreneurs within the framework 
of the GEM project, certain variables are borrowed from databases maintained by organizations who use 
different measurement techniques (statistical, expert-based, etc.), which makes the whole GEDI index 
highly subjective. In addition, the aggregated sub-indices are not weighted when the overall index is 
calculated: their arithmetic mean is simply extracted [Acs, Szerb, 2011]. This approach does not take 
into account the various weights of the same factors when decisions to create a new company or carry 
on with the business are made in different types of economies. It contradicts, for instance, the NES 
concept authors’ thesis that, high-tech start-ups can play a more important role in countries where large 
public companies dominate than in economies in which most of the firms are SMEs [Acs et al., 2013]. 
For the latter group of nations (which includes almost the whole of CEE), the low level of high-tech 
entrepreneurship seems to be less critical to the quality of business environment than the level of people’s 
education and entrepreneurial skills. Therefore, the value of this indicator for very different economies 
should be adjusted using a reduced weight coefficient. Consequently, some distortions are embedded in 
the GEDI methodology by definition. 
Nevertheless, a comparison of GEDI values [Szerb, Trumbull, 2015] confirms the economic, societal, and 
cultural heterogeneity of post-socialist countries, which manifests itself in the different entrepreneurial 
ecosystems. Most of them match the level of more advanced non-European economies (see Table 6), 
with widely varying index values (ranging from 57.8 in Estonia to 30.4 in the bottom-ranking Bosnia 
and Herzegovina) — which makes the inclusion of “post-socialist countries” in a group of their own 
pointless. The classification suggested by the World Economic Forum (WEF) [WEF, 2015] in a number 
of cases raises similar doubts. For example, on the basis of per capita GDP figures, Italy and Greece are 
included in the group of innovative economies in the middle of the ranking, while Brazil (included in the 
second group of efficiency-driven economies) finds itself among the countries with the least developed 
entrepreneurship. All in all, such biases make one doubt the relevance of the per capita GDP indicator for 
typologizing countries and economies in the first place.

Chepurenko А., pp. 11–24
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Тable 6. Post-socialist countries in the GEDI Ranking (2012)

Ranking Country GDP 
(USD)

GEDI Development 
level

Ranking Country GDP 
(USD)

GEDI Development 
level

1 US 42 486 79.4 3 43 Italy 27 072 41.3 3 
2 Denmark 32 582 77.1 3 44 Barbados 17 564 40.7 2 
3 Australia* 34 396 74.3 3 45 Montenegro** 10 469 40.7 2 
4 Sweden 35 170 71.5 3 46 South Africa 9678 39.6 2 
5 Taiwan Н/д 68.4 3 47 Greece 22 301 39.5 3 
6 France 29 819 68.2 3 48 China 7418 39.5 2 
7 UK 32 863 67.8 3 49 Tunis 8258 39.2 2 
8 Switzerland 39 412 67.3 3 50 Dominican 

Republic*** 
8651 39.0 2 

9 Netherlands 37 112 66.1 3 51 Argentina 15 501 38.9 2 
10 Iceland** 33 516 66.0 3 52 Costa Rica 10 735 38.0 2 
11 Finland 32 027 65.7 3 53 Macedonia 9451 38.0 2 
12 Singapore 53 591 65.1 3 54 Mexico 12 814 37.9 2 
13 Norway 46 982 65.1 3 55 Jordan*** 5268 36.2 2 
14 Belgium 33 127 64.1 3 56 Serbia*** 9830 35.6 2 
15 Germany 34 603 63.1 3 57 Botswana 13 021 35.4 1 
16 Chile 15 251 62.5 2 58 Namibia 5986 34.5 2 
17 Ireland 36 145 61.6 3 59 Panama 13 766 34.4 2 
18 Austria 36 139 61.5 3 60 Thailand 7635 34.2 2 
19 Israel 26 720 58.0 3 61 Russia 14 821 33.6 2 
20 Estonia 18 129 57.8 2 62 Nigeria 2237 33.3 1 
21 Slovenia 24 967 52.8 3 63 Trinidad and 

Tobago 
22 142 32.6 2 

22 South Korea 27 541 52.2 3 64 Morocco*** 4373 32.4 2 
23 Saudi Arabia** 21 430 51.1 1 65 Jamaica* Н/д 32.3 2 
24 Poland 18 087 50.5 2 66 Salvador 6032 31.9 2 
25 Colombia 8860 50.0 2 67 Bolivia** 4503 31.6 1 
26 Lithuania 16 877 49.8 2 68 Algeria 7643 31.3 1 
27 Turkey 13 468 49.7 2 69 Egypt 5547 30.8 1 
28 UAE* 42 293 48.7 3 70 Bosnia and 

Herzegovina
7607 30.4 2 

29 Latvia 13 773 48.7 2 71 Ecuador 7655 29.7 2 
30 Spain 26 917 47.8 3 72 Brazil 10 279 29.6 2 
31 Japan 30 660 47.7 3 73 Zambia 1431 28.9 1 
32 Hong Kong** 44 640 47.0 3 74 Angola 5227 28.0 1 
33 Czech Republic* 24 011 46.9 3 75 Venezuela* 11 258 28.0 1 
34 Slovakia 20 757 46.8 3 76 Iran 10 462 27.3 1 
35 Portugal 21 304 46.4 3 77 Ghana 1652 26.7 1 
36 Romania 10 905 45.7 2 78 Pakistan 2424 24.2 1 
37 Uruguay 13 315 45.1 2 79 Guatemala* 4351 22.9 1 
38 Hungary 17 295 43.3 2 80 Malawi 789 21.3 1 
39 Malaysia 14 174 43.3 2 81 Ethiopia 979 21.1 1 
40 Lebanon*** 12 900 42.6 2 82 Uganda 1188 20.1 1 
41 Peru 9037 42.4 2 83 Bangladesh* 1569 18.6 1 
42 Croatia 15 954 41.5 2

Notes: GDP means per capita GDP (PPP) for 2011 in 2005 prices, according to World Bank data; development level = the country’s development level 
calculated using the WEF methodology: 1 — factor-driven economies, 2 — efficiency-driven economies, and 3 — innovation-driven economies.
* Data for 2011; ** Data for 2010; *** Data for 2009.
Source: [Szerb, Trumbull, 2015].
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All countries were further clustered and divided into four groups (two study groups and two control 
ones) [Szerb, Trumbull, 2015]: the former planned socialist economies and former market socialist 
economies on the one hand, and the non-transitional efficiency-driven countries, on the other (since the 
vast majority of post-socialist countries are efficiency-driven in terms of their economic development 
level). It resulted, firstly, in the discovery of a statistically significant gap between the average level of 
entrepreneurial development in post-socialist and other European countries. While in the first group the 
GEDI index was close to 44, countries that did not go through a systemic transformation phase usually 
had a value at around 61, i.e., a 28% gap in favor of non-transitional economies (Table 7). Secondly, 
in terms of the development of entrepreneurship, post-social countries turned out to be closer to the 
group of efficiency-driven economies. According to [Szerb, Trumbull, 2015], this means that the level 
of economic development provides a satisfactory explanation for the disparities in entrepreneurial 
development [Szerb, Trumbull, 2015, p. 9–10].
However, the results obtained by grouping specific indicators (Table 8) refute the previous conclusion. 
Not only do post-socialist countries show weaker performance than other European nations in terms 
of expected and perceived cultural support of entrepreneurship, there is also significant heterogeneity 
among post-socialist countries. The differences are apparent both in individual (the first six groups 
of indicators) and institutional values, and were noted even between countries with quite similar per 
capita GDP figures. For example, Slovakia nearly exceeds Hungary by two-fold regarding the individual 

“Networking” indicator and the institutional “Venture capital” indicators; Estonia and Poland show a 
significant (1.5–2 times) gap in six of the 14 indicator groups; finally, two former Yugoslav republics, 
Macedonia and Montenegro, have quite different values in the two groups of individual indicators and 
the two groups of institutional ones.
An analysis of the dynamics of post-socialist economies’ indicator values also produced a contradictory 
picture (Table 9). Data presented in [Szerb, Trumbull, 2015] indicates that the gap between these and other 
European countries’ (i.e., those which have never been socialist) GEDI values is gradually narrowing. 
At the same time, during the period under consideration Slovenia’s integral indicator value noticeably 
dropped (the WEF includes this nation in the group of innovation-driven economies); relevant figures 
for Latvia, the Czech Republic, and Macedonia have dropped insignificantly — by 2%, just as they have 
in Russia. Only Hungary and Romania demonstrated statistically significant growth, while in Bosnia 
and Herzegovina and Croatia the growth was within the margin of error. However, it would be hard to 
call Hungary a liberal market economy. The overall picture displays rather stagnant or even negative 
processes in the “old” capitalist countries after the 2007 economic recession and the subsequent structural 
reforms in European countries. Their GEDI dynamics compared with the slow, positive dynamics of 
post-socialist economies casts the latter in a favorable light. 
In other words, a comparison of post-socialist economies with one other is very difficult because it 
reveals quite different, occasionally even contradictory, dynamics of entrepreneurial development, while 
comparing them with other European countries might be deceptive. On the one hand, this might have 
to do with the base effect and recovery growth; on the other, with the weak growth of private businesses 
during the transition to a new socioeconomic and societal order by established market economies.
The value of the Entrepreneurial Aspirations Index, which is comprised of several indicators of the 
adult economically active population’s willingness to establish a new venture during the period under 
consideration, has dropped or remained at least unchanged in six countries, while it grew only in three: 

Тable 7. GEDI deviations from the main trend for each of the four groups of countries

Country GEDI 
GEDI 

deviation 
from trend

Country GEDI
GEDI 

deviation 
from trend

Czech Republic 46.9 –5.0 Bosnia and Herzegovina 30.4 –3.4 
Estonia 57.8 12.4 Croatia 41.5 –1.5 
Hungary 43.3 –1.2 Macedonia 38.0 2.2 
Latvia 48.7 8.2 Montenegro 40.7 3.8 
Lithuania 49.8 5.8 Serbia 35.6 –0.6 
Poland 50.5 5.2 Slovenia 52.8 –0.1 
Romania 45.7 8.3 Average for former European market socialist economies 39.8 0.1 
Russia 33.6 –8.1 Average for transitioning European economies 44.1 1.6 
Slovakia 46.8 –1.6 Average for non-transitioning European economies 61.2 1.5 
Average for former European 
planned socialist economies

47.0 2.7 Average for efficiency-driven European economies 39.0 2.1 

Source: [Szerb, Trumbull, 2015].

Chepurenko А., pp. 11–24
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Hungary, Romania, and Macedonia. In our opinion, it is precisely the level of entrepreneurial aspirations 
that most accurately reflects people’s perceptions of their own abilities and the opportunities for successful 
entrepreneurial activity. In the GEDI methodology, this indicator is measured on the basis of the overall 
ТЕА without talking into account the share of necessity-driven entrepreneurship. If the latter would be 
taken into account, the conditions of entrepreneurial activity would be estimated less positively even in 
countries where entrepreneurial aspirations have improved.
Thus, significant differences between post-socialist countries are apparent both in the level and the rate 
of the development of entrepreneurship. Neither similar economic development levels nor a “common 
past” can explain the full extent of their disparity. Hence, new theoretical approaches to classifying the 
economies in question and their entrepreneurial ecosystems are needed.

Paradigm concepts for classifying post-socialist countries’ entrepreneurial 
ecosystems
The institutional theory3 has sufficient conceptual resources for a detailed, substantiated classification of 
entrepreneurial ecosystems in post-social countries. Essentially, we mean that the theory differentiates 
between inclusive and extractive institutions and thus explains why some countries become successful 
and others do not [Acemoğlu, Robinson, 2012], as well as the concept of free versus limited access to 

Country 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Average for 
institutional 

factors

Average 
for specific 

factors
GEDI 

Czech Republic 0.34 0.53 0.21 0.49 0.34 0.45 0.56 0.24 0.52 0.68 0.79 0.89 1.00 0.53 0.68 0.64 46.9 

Estonia 0.38 0.59 0.48 0.78 0.54 0.60 0.75 0.51 0.65 0.63 0.62 0.73 0.90 0.38 0.70 0.68 57.8 
Hungary 0.18 0.52 0.28 0.46 0.49 0.50 0.66 0.41 0.46 0.46 0.44 0.72 0.81 0.36 0.64 0.58 43.3 
Latvia 0.26 0.58 0.30 0.60 0.42 0.52 0.53 0.57 0.54 0.55 0.37 1.00 0.78 0.42 0.60 0.66 48.7 
Lithuania 0.27 0.59 0.37 0.55 0.47 0.53 0.53 0.83 0.43 0.40 0.43 0.94 0.75 0.46 0.65 0.65 49.8 
Poland 0.38 0.82 0.38 0.71 0.55 0.32 0.42 0.33 0.54 0.82 0.41 0.67 0.86 0.52 0.69 0.62 50.5 
Romania 0.38 0.50 0.29 0.37 0.45 0.45 0.43 0.43 0.50 0.44 0.42 0.88 0.81 0.43 0.54 0.68 45.7 
Russia 0.44 0.46 0.29 0.49 0.26 0.44 0.31 0.83 0.31 0.27 0.36 0.49 0.08 0.33 0.60 0.49 33.6 
Slovakia 0.21 0.60 0.46 0.91 0.41 0.46 0.52 0.31 0.40 0.50 0.43 0.59 0.87 0.81 0.64 0.66 46.8 
Bosnia and 
Herzegovina

0.15 0.40 0.11 0.49 0.47 0.20 0.43 0.24 0.41 0.23 0.26 0.44 0.47 0.41 0.48 0.54 30.4 

Croatia 0.18 0.54 0.28 0.48 0.36 0.39 0.58 0.31 0.49 0.35 0.48 0.64 0.83 0.54 0.57 0.64 41.5 
Macedonia 0.23 0.45 0.19 0.49 0.42 0.36 0.39 0.37 0.46 0.36 0.36 0.46 0.70 0.43 0.50 0.65 38.0 
Montenegro 0.22 0.72 0.20 0.66 0.44 0.43 0.29 0.33 0.32 0.35 0.66 0.46 0.86 0.43 0.52 0.67 40.7 
Serbia 0.37 0.73 0.25 0.61 0.37 0.33 0.29 0.23 0.35 0.29 0.57 0.35 0.24 0.34 0.48 0.59 35.6 
Slovenia 0.16 1.00 0.51 0.75 0.55 0.66 1.00 0.60 0.53 0.61 0.71 0.63 0.77 0.44 0.70 0.70 52.8 
Average for former 
European planned 
socialist economies

0.32 0.58 0.34 0.60 0.44 0.47 0.52 0.50 0.48 0.53 0.47 0.77 0.76 0.47 0.64 0.63 47.0 

Average for former 
European market 
socialist economies

0.22 0.64 0.26 0.58 0.44 0.40 0.50 0.35 0.43 0.37 0.51 0.50 0.65 0.43 0.54 0.63 39.8 

Average for 
European post-
socialist countries

0.28 0.60 0.31 0.59 0.44 0.44 0.51 0.44 0.46 0.46 0.49 0.66 0.72 0.46 0.60 0.63 44.1 

Average for other 
European countries

0.59 0.62 0.51 0.72 0.69 0.69 0.80 0.68 0.69 0.71 0.71 0.51 0.69 0.66 0.82 0.65 61.2 

Average for 
efficiency-driven 
European economies

0.59 0.50 0.46 0.46 0.47 0.46 0.33 0.35 0.45 0.49 0.35 0.42 0.35 0.37 0.58 0.59 39.0 

Note: 1. Perceived opportunities (ATT); 2. Initial skills (ATT); 3. Perceived risk (ATT); 4. Networking (ATT); 5. Cultural support (ATT); 6. Early-stage 
opportunity-driven entrepreneurship (ABT); 7. Technology sector (ABT); 8. Quality of human resources (ABT); 9. Competition (ABT); 10. Product 
innovations (ASP); 11. Process innovations (ASP); 12. High growth rate (ASP); 13. Internationalization (ASP); 14. Venture capital (ASP). 

GEDI — GEDI ranking; АТТ — attitudes; ABT — abilities; ASP — aspirations.

Source: [Szerb, Trumbull, 2015].

Тable 8. Distribution of European post-socialist countries by 14 groups of entrepreneurial  
development indicators, compared with other nations

3 To provide a theoretical substantiation for the suggested approach, Zoltan Acs and co-authors [Acs et al., 2016, p. 530] employ 
three concepts: “national innovation system” [Nelson, 1993], “national comparative competitive advantage”  [Porter, 1990], and 

“competition and entrepreneurship”  [Kirzner, 1973] without even mentioning such concepts as “varieties of capitalism” [Hall, 
Soskice, 2001], “inclusive and extractive institutions” [Acemoğlu, Robinson, 2012], or the “access orders” theory [North et al., 2009].
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Тable 9. Dynamics of the GEDI and three sub-indices by country, in 2006–2009 and 2010–2012

Country
2006–
2009

2010–
2012

2006–
2009 

2010–
2012

2006–
2009

2010–
2012

2006–
2009 

2010–
2012

Growth from 2006–2009  
to 2010–2012

GEDI ATT ABT ASP GEDI ATT ABT ASP 
Czech Republic 51.0 50.2 42.4 42.8 43.1 42.8 67.4 64.9 –0.8 0.4 –0.3 –2.5 
Hungary 37.4 46.0 41.1 42.1 40.6 48.7 30.4 47.1 8.6 1.0 8.1 16.7 
Latvia 49.6 47.5 45.7 44.3 52.6 47.6 50.6 50.6 –2.2 –1.4 –5.0 –0.1 
Romania 40.3 42.3 33.4 36.9 42.2 41.5 45.2 48.3 2.0 3.5 –0.7 3.1 
Russia 34.6 32.6 27.1 31.2 43.3 38.4 33.4 28.1 –2.0 4.1 –4.9 –5.3 
Bosnia and Herzegovina 30.3 30.5 31.5 31.2 25.0 28.5 34.2 32.0 0.3 –0.3 3.4 –2.2 
Croatia 43.3 43.9 44.8 38.5 34.9 44.1 50.3 49.1 0.6 –6.3 9.2 –1.2 
Macedonia 38.9 38.7 39.7 36.0 36.1 36.7 40.8 43.5 –0.1 –3.7 0.6 2.6 
Slovenia 58.0 53.9 58.6 52.5 58.4 55.6 57.1 53.6 –4.1 –6.2 –2.8 –3.4 
Average for former 
European planned 
socialist economies

42.6 43.7 37.9 39.5 44.4 43.8 45.4 47.8 1.1 1.5 –0.6 2.4 

Average for former 
European market 
socialist economies

42.6 42.2 42.5 39.5 39.8 41.8 45.6 45.2 –0.5 –3.0 2.0 –0.4 

Average for European 
post-socialist countries

42.6 42.8 40.5 39.5 41.8 42.7 45.5 46.4 0.2 –1.0 0.9 0.9 

Average for other 
European countries

63.0 61.2 62.5 60.6 64.8 63.2 61.6 59.8 –1.8 –1.9 –1.6 –1.8 

Average for efficiency-
driven European 
economies

39.5 40.9 41.6 45.5 38.5 38.7 38.2 38.7 1.4 3.8 0.2 0.4 

Source: [Szerb, Trumbull, 2015].

the market [North et al., 2009]. These theories allow one to explain why in different socioeconomic 
contexts, even given comparable economic development levels, different entrepreneurial ecosystems may 
emerge — based on productive, non-productive, and destructive entrepreneurship as well as their various 
combinations [Baumol, 1990].
According to Daron Acemoğlu and James Robinson, in countries with market economies and established 
democracies, the “organic” inclusive institutions play a leading role, i.e. those that support the reproduction 
of the socioeconomic system [Acemoğlu, Robinson, 2012]. On the contrary, if a market economy is weak 
and civil society is poorly developed (as is the case in some of the transitioning post-socialist countries, 
especially those outside the legal and institutional orbit of the EU), so-called “extractive” political and/
or economic institutions could emerge. Their specific feature is a concentration of political authority in 
the hands of a weak government incapable of providing basic social security to its citizens [Acemoğlu, 
Robinson, 2012]. At this point, Acemoğlu and Robinson’s concept merges with the limited access concept 
proposed by North et al. [North et al., 2009]. Extractive economic institutions, which do not guarantee 
property rights or limit the power of monopolies, lead to the emergence of limited market access for 
actors not integrated into the government bureaucracy.
Various combinations of inclusive and extractive institutions lead to different configurations of 
entrepreneurial ecosystems (see Table 10). In post-socialist countries, these systems are either based on 
inclusive institutions (e.g., some of the CEE countries that are new members of the EU), or are hybrid 
ones, i.e., those combining formally inclusive political institutions with de facto extractive economic ones 
(such as CIS countries and some of the former Yugoslav republics).
Societal and institutional differences between the two extremes on the “open access – limited access” scale 
determine the framework conditions for the development of national entrepreneurial ecosystems. The 
less productive systems are also affected by economic factors that accompany systemic transformation 
and create a kind of vicious circle where the primitive structure of the economy leaves no opportunity for 
the emergence of innovative entrepreneurship. Such negative factors include the following:
•	 Low labor productivity inherited from the previous socioeconomic system: after twenty-five years 

since the beginning of reforms in most of these countries, this indicator’s value ranges between 30% 
and 70% of advanced European economies’ level. As a consequence, domestic products turn out to 
be more expensive than imported ones, so trade and services (such as catering, construction, repairs, 
etc.) become a natural niche for private entrepreneurship;

•	 Low effective demand from the population, especially at the initial stage of systemic transformation 
(the first half of the 1990s) prompts entrepreneurs to go into the informal sector of the economy to 
increase their revenues, with the government and “predatory businesses” pushing them further in 
the same direction [Feige, 1997; Williams, 2008; Scase, 2000; et al].

Chepurenko А., pp. 11–24
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Acemoğlu D., Robinson J. (2012) Why Nations Fail: The Origins of Power, Prosperity, and Poverty, Danvers, MA: 
Crown Publishers. 

Acs Z., Szerb L. (2011) The Global Entrepreneurship and Development Index 2011, Cheltenham: Edward Elgar 
Publishing. 

Acs Z.J., Audretsch D.B., Lehmann E.E. (2013) The Knowledge Spillover Theory of Entrepreneurship. Small Business 
Economics, vol. 41, no 4, pp. 757–774. DOI: 10.1007/s11187-013-9505-9. 

Acs Z.J., Audretsch D.B., Lehmann E.E., Licht G. (2016) National Systems of Entrepreneurship. Small Business 
Economics, vol.16, no 4, pp. 527–535. DOI: 10.1007/s11187-016-9705-1. 

Acs Z.J., Autio E., Szerb L. (2014) National systems of entrepreneurship: Measurement issues and policy implications. 
Research Policy, vol. 43, no 3, pp. 476–494. DOI:10.1016/j.respol.2013.08.016.

Aidis R. (2005a) Entrepreneurship in transition countries: A review (UCL SSEES Working Papers 61), London: 
University College London. 

Aidis R. (2005b) Institutional barriers to small- and medium-sized enterprise operations in transition countries. 
Small Business Economics, vol. 25, no 4, pp. 305–318. 

Conclusions
Our analysis confirms the previously suggested hypothesis that entrepreneurship ecosystems in post-
socialist countries remain very heterogeneous due to a wide range of factors, among which a common 
past is an important but by no means only determinant. The level of these countries’ economic 
development measured using the WEF criteria does not fully explain the disparities in the quality of 
their entrepreneurial environments and activities. Economies with similar GDP per capita development 
levels show different levels of entrepreneurial activities and vice versa. Over the course of systemic 
transformation, the post-socialist economies have demonstrated not only different rates, but different 
directions (“different systemic transformations”). As a result, some created conditions for the emergence 
of a favorable business climate based on predominantly productive entrepreneurship, while others put in 
place limited access orders with predominantly non-productive entrepreneurship.
The existing approaches to measuring the quality of entrepreneurial activities using quantitative indicators 
support the above conclusion, but also have obvious limitations. The NES concept and the related GEDI 
index [Acs et al., 2013, 2014, 2016] do allow one, under certain circumstances, to rank countries, but 
do not provide criteria for classifying them. These criteria have to be borrowed from other theories. 
An attempt to link the different access orders with the specific context and quality of entrepreneurial 
activities [Chepurenko, 2015] seems to be more promising in terms of classifying post-socialist countries, 
but it suffers from a lack of empirical data. Accordingly, the number of clusters in effect matches the 
number of clustering subjects.
Combining approaches to classifying transitional (hybrid, unstable) socioeconomic systems on the 
basis of the new concepts offered by institutional theory and the empirical analysis of framework 
conditions for development of entrepreneurship would help one more fully understand the specific 
features of entrepreneurial development in post-socialist countries. The variety of entrepreneurial paths, 
frameworks, ecosystems, and measures implemented to support small and medium private businesses 
should take into account the relevant individual characteristics of each specific post-socialist country, 
while any general recommendations tend to be less than effective.

The paper was written using materials obtained over the course of the project “Effects of specific regional budget and 
taxation policies on entrepreneurial potential” implemented within the scope of the HSE Basic Research Programme 
in 2016.

Тable 10. Prevailing entrepreneurial forms amid the dominance of various types of 
economic and political institutions

Institutions Political
Extractive Inclusive

Economic

Extractive

Destructive entrepreneurship 
prevails (some African and 
Asian countries and regions 
controlled by terrorist groups)

Productive entrepreneurship serves the political 
interests of the government and non-productive 
entrepreneurs affiliated with it (some of the post-
socialist countries with de jure property rights de jure 
in place, but with a de facto monopolized economy)

Inclusive
Productive entrepreneurship 
serves political interests of the 
government (Greece, Chile 
during the junta rule, etc.)

Productive entrepreneurship defines the ecosystem 
(the older and some of the new EU member states) 

Source: composed by the author.
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Abstract

The formulation of entrepreneurial aspirations 
represents one of the key stages of the entrepreneurial 
process. In practice, however, not every declared 

intention is eventually translated into a viable enterprise, 
creating the phenomenon of the intention-action gap. This 
study is based upon the key principles of embeddedness 
perspective and the theory of planned behavior, considering 
a variety of factors that are able to increase or diminish 
the probability of an actual shift from entrepreneurial 
intentions to concrete start-up activities. These factors 
include the presence of a family business, support from 

Keywords:  
entrepreneurial intention;  
intention-action gap;  
student entrepreneurship;  
small and medium business in Russia;  
GUESSS.

a university entrepreneurial environment, and the level 
of development of regional entrepreneurial institutions. 
An analysis of data on 4,484 students from 32 Russian 
universities gathered over the course of the international 
project, the Global University Entrepreneurial Spirit 
Students’ Survey (GUESSS), in 2013–2014 revealed 
a negative correlation between a family business and 
the probability of a potential entrepreneur’s shift from 
entrepreneurial aspirations to the actual creation of a start-
up enterprise. The development of regional entrepreneurial 
institutions, on the other hand, exhibits a positive link.
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The positions small and medium enterprises (SME) currently hold in the Russian economy can be 
described as weak, which significantly hinders the country’s overall development. SME’s share of 
the total turnover of goods and services is 25.4%, which is quite low compared with developed 

nations [Romanovskaya, 2015]. In 2015, the Russian government included support for small and 
medium enterprises in its package of anti-crisis measures [World Bank, 2015]. A specific form of such 
support is promoting careers in entrepreneurship among young Russians and creating conditions that 
would encourage them to set up and run their own companies [Karpunina et al., 2014]. Students are 
a particularly promising group in this respect [Shchegolev, Nikolaev, 2014]. Student entrepreneurship 
could promote young people’s integration into the business environment, and step up economic activity 
of the country’s able-bodied population [Khairetdinova, 2014].
Of 4,484 students of 32 Russian universities surveyed in 2013–2014 as part of the international project 
Global University Entrepreneurial Spirit Students’ Survey (GUESSS)1, about 53% have stated their 
intentions to start their own business within five years following graduation [Shirokova et al., 2015а]. 
However, entrepreneurial aspirations as such do not always translate into the actual implementation 
of a business idea — not by far. The phenomenon of the intention-action gap, i.e., failing to implement 
previous intentions, commands significant interest from psychologists (see e.g. [Ajzen, Czasch, Flood, 
2009; Armitage, Conner, 2001; Orbell, Sheeran, 1998; Sheeran, 2002; Sniehotta et al., 2005]). However, 
very few relevant studies were conducted by researchers specializing in entrepreneurship (see e.g. 
[Kautonen et al., 2013; Shirokova et al., 2015b; van Gelderen et al., 2015]). No such studies were found 
for Russia at all. Identifying factors which affect the probability (its increase or decrease) of moving on 
from entrepreneurial intentions to actually establishing a company seems to be a particularly relevant 
objective at this stage [Liñán, Fayolle, 2015].
Entrepreneurial intentions and their implementation largely depend on nascent entrepreneurs’ personal 
characteristics [Liñán, Fayolle, 2015]. The external environment also plays a role, since it affects individuals’ 
behavior including their involvement in entrepreneurship [Rauch, 2014]. This hypothesis is based on 
the “embeddedness perspective” concept which links people’s actions to the system of social relations 
and the context in which they are immersed [Welter, 2013; Granovetter, 1985; Welter, 2011]. The goal of 
our paper is to assess the impact of factors affecting, at various levels, the context of Russian university 
students’ moving on from entrepreneurial intentions to actually taking action on starting a new business. 
The originality of the study lies in its further elaboration of the planned behavior theory [Ajzen, 1991] 
by identifying the reasons of such a transition’s success. The study also considers the applicability of the 
embeddedness perspective for analyzing the role of various parameters of the environment in which 
entrepreneurship takes place. Finally, the traditional scope for applying an institutional approach to 
studying entrepreneurship was extended by considering the role of the regional institutional environment 
in the entrepreneurial intention-action transition.
The first section of the paper presents the theoretical basis of the study and formulates the hypotheses. 
Next comes a description of the applied methodology. The third section describes the results of the 
data analysis, and the fourth contains a discussion about them. The final section formulates our main 
conclusions, points out the limitations of the study, and outlines areas for future research in this field.

Theoretical basis and hypotheses of the study
According to the theory of planned behavior [Ajzen, 1991], targeted action by individuals is preceded by  
the emergence of their intentions, which in turn are affected by the following factors:
•	Personal attitude toward the relevant activities;
•	Perceived behavioral control based on the individual’s perception of how easy or difficult 

implementing their plans is going to be;
•	 Subjective norms defined by public opinion, which can either encourage one to or discourage one an 

individual from implementing said plans.
Intentions serve as an intermediate link between the above factors, a bridge to implementing action and 
achieving the desired objectives [Armitage, Conner, 2001].
The mechanism of intention formation remained the focus of attention of researchers specializing in 
entrepreneurship for a long time (see e.g. [Bird, 1988; Heuer, Liñán, 2013; Krueger, 2009; Liñán, Rodriguez-
Cohard, 2015; Shapero, Sokol, 1982; Schlaegel, Koenig, 2014; Shook, Bratianu, 2003]). The correlation 
between entrepreneurial intentions and the actual action they take empirically confirms the provisions 
of the theory of planned behavior [Kautonen et al., 2013; 2015; Liñán, Fayolle, 2015; van Gelderen et al., 
2015]. For student entrepreneurs, this correlation is just as valid as it is for older age groups [Shirokova 
et al., 2015a]. Being in a career choice situation forces students who intend to become entrepreneurs to 

1  For more details about the project see: http://www.guesssurvey.org/, last accessed on 26.08.2016.
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1  For more details about the project see: http://www.guesssurvey.org/, last accessed on 26.08.2016.

start doing something about it while they still continue their studies, to lay the groundwork for the future 
growth of their companies.
At the same time, the correlation between intention and action is rather weak. Previous studies show 
that the presence of the former explains no more than 30% of the resulting attribute’s variation — i.e. 
the implementation of actual action [Armitage, Conner, 2001; Sheeran, 2002]. These results indicate 
the situational nature of the intention-action transformation, and the presence of factors promoting 
or inhibiting this process. According to the embeddedness theory [Granovetter, 1985], the system of 
social relations and the context in which individuals find themselves significantly affect their behavior. 
Regarding entrepreneurship, it means that the probability of moving on from intention to action on 
starting a business may depend on specific characteristics of the individual’s environment. In our study, 
we propose and put forward a hypothesis that, for student entrepreneurs, this transition is embedded 
in the context of the family they come from, the university environment they are immersed in, and the 
region where they live and study.

Coming from a business-owning family
Coming from a business-owning family may largely pre-determine students’ career choices, prompting 
them to follow their parents’ career path and start their own business [Laspita et al., 2012]. Entrepreneurial 
parents may become role models for those students [Chlosta et al., 2012]. Also, people who come from 
a business-owning family tend to possess a higher quality of human capital due to the experience, 
knowledge, and skills necessary for running a business picked up from their parents, among other 
things, by participating in the management of the family firm [Lentz, Laband, 1990; Mueller, 2006]. Such 
students often feel more confident moving from entrepreneurial aspirations to action, which ultimately 
increases the likelihood of their creating a new company [Shirokova et al., 2015b].
Besides developing human capital, business owners may help their children to find and obtain the 
necessary resources for realizing their entrepreneurial intentions. Specifically, business owning parents 
serve as a source of financial support for their children [Dunn, Holtz-Eakin, 2000] and provide them with 
access to their social capital, i.e., the network of partners, suppliers, investors, and customers [Laspita et 
al., 2012]. The aforementioned early-stage advantages of people coming from business-owning families 
over other nascent entrepreneurs help them successfully complete the transition from intention to 
starting a business. No less important is the emotional support from the older generation: approval or 
encouragement is another important incentive to actually become an entrepreneur [Zanakis et al., 2012].
Russian entrepreneurs note the special role family support plays at the stage of business creation and 
initial development [Djankov et al., 2006; McCarthy et al., 2010]. As was already established, believing 
one’s knowledge and skills to be sufficient to run a business and possessing the required practical 
experience serve as major prerequisites for the emergence of relevant intentions in Russia [Aleksandrova, 
Verkhovskaya, 2015]. All these factors can be presumed also to be significant for people coming from 
a business-owning family, which may lead to not only the formation of corresponding intentions by 
Russian students, but their taking direct action to implement them. The above arguments allow one to 
put forward the following hypothesis:

H1: The positive relationship between entrepreneurial intentions and start-up activities will be stronger for 
Russian students with a family entrepreneurial background.

University entrepreneurial environment
Apart from the family environment, the creation of one’s own businesses by students is also affected by 
the university context [Shirokova et al., 2015b]. Potential student entrepreneurs spend most of their time 
at their place of study, so the academic environment significantly influences their disposition towards 
particular activities. Specifically, students’ entrepreneurial intentions and their subsequent transformation 
into action may be affected by the university’s initiatives aimed at promoting student entrepreneurship 
[Bae et al., 2014; Shirokova et al., 2015; Zhang et al., 2014].
Such initiatives include certain courses, e.g., entrepreneurship courses and seminars designed to give 
students the basic knowledge and skills required for running a business [Shirokova et al., 2014; Klofsten, 
2000]. Educational initiatives are aimed at improving the quality of the crucial resource — human 
capital, to compensate for students’ lack of experience as early-stage entrepreneurs [Zhao et al., 2005]. 
University-based business incubators and accelerators, whose residents receive the opportunity to quickly 
turn their ideas into actual start-ups, find investors, and seek out expert support, also play an important 
role in transforming entrepreneurial aspirations into action [Hughes et al., 2007]. The university may 
turn into a source of social capital for young entrepreneurs, through mentoring programs, seminars and 
training events with the participation of experienced businessmen, designed not only to provide useful 
knowledge and skills, but also to expand the students’ network of business contacts [Nielsen, Lassen, 
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2012; Davidsson, Honig, 2003; De Clercq, Arenius, 2006; Morales-Gualdron, Roig, 2005; Sequeira et al., 
2007]. Finally, universities can provide access to financial capital through special funding programs for 
student startups [Parker, Belghitar, 2006].
In present-day Russia, the need to promote the entrepreneurial aspect of universities’ activities is 
universally accepted [Shchegolev, Nikolaev, 2014]. Many universities run successful business incubators 
which help nascent entrepreneurs at the project launch stage. In particular, such universities include 
National Research University Higher School of Economics, Lomonosov Moscow State University, 
Financial University under the Government of the Russian Federation, St. Petersburg National Research 
University of Information Technologies, Mechanics and Optics, and others. The requirements for 
graduates are also changing: along with basic and specialized disciplines, a special effort is being made 
to promote specific personality traits such as initiative, leadership, enterprise, and the ability to generate 
new ideas and realize them [Zakharova, 2013; Reznik, Ponomarenko, 2010]. Taken together, these traits 
can significantly affect the emergence of entrepreneurial intentions and their subsequent implementation.
Today’s educational programs and extracurricular activities increasingly often include business case 
studies, computerized business simulations, business plan development, workshops and master classes 
led by expert entrepreneurs, and targeted educational modules on entrepreneurship [Konyukhova, 2014; 
Shchegolev, Nikolaev, 2014; Shcherbakova, 2012]. Students participate in business plan competitions, 
which allows them not only to test their ideas and receive feedback from experts and experienced 
entrepreneurs but also, if they win, secure financial support for further development. In particular, such 
annual events include the student business plan competition held by the Graduate School of Management 
of St. Petersburg University, or the “My First Business” project by National University of Science and 
Technology MISiS. All of the above can be summarized in the following hypothesis:

H2: The positive relationship between entrepreneurial intentions and start-up activities will be stronger 
for Russian students coming from universities with a favorable entrepreneurial environment.

Regional institutional environment
Along with the family and university contexts, the emergence of entrepreneurial aspirations, and the 
likelihood of taking practical steps toward realizing them can also be affected by the external institutional 
conditions. The latter are defined by the institutions’ specific features, which either promote or hinder 
the development of entrepreneurship in a region. This factor is particularly relevant in Russia, which is a 
country with significant disparities in many regions’ entrepreneurial infrastructure, which directly affect 
small business development on a national scale [Saidullaev, 2015].
The institutional approach to studying entrepreneurship presumes that institutions set conditions under 
which entrepreneurs operate and make decisions on starting and running their businesses [Bruton et al., 
2010; Peng, 2003]. These conditions may affect people’s individual perception of their prospects for starting 
a business, and their willingness to move forward and take action to implement their entrepreneurial 
intentions [Kibler, 2013].
Entrepreneurial behavior is embedded into the institutional context and affected by a number of 
encouraging or discouraging factors [Welter, 2013; Welter, 2011; Welter, Smallbone, 2011] such as 
regulatory initiatives of the regional authorities [Stenholm et al., 2013]. Initiatives of this kind include 
regional small business and entrepreneurship promotion programs whose large-scale implementation 
increases the probability of nascent entrepreneurs’ moving from intention to action and therefore 
investing their time, resources and efforts in setting up a company. However, low participation in such 
programs has been observed in most Russian regions and combined with other factors affecting regional 
development may have a more powerful negative impact upon this process. Other factors in this case 
include the state of the legal environment, administrative norms and the level of their enforcement in the 
region, and, finally, the level of corruption.
As was demonstrated in a recent study [Costa, Mainardes, 2016], the perceived level of corruption 
negatively affects the emergence of entrepreneurial intentions. It probably has the same effect on the 
transition from intentions to action. This is particularly critical for Russia, which holds 119th place out of 
167 in the perceived corruption ranking [Transparency International, 2015]. According to the European 
Bank for Reconstruction and Development (EBRD), in a number of Russian regions the high level of 
corruption is perceived as one of the largest barriers hindering business development [EBRD, 2012]. 
Various aspects of regional socioeconomic development also seem to be quite important, such as access 
to financial resources and human capital, i.e., the availability of personnel with particular qualifications 
and specializations; the size of market entry barriers created by factors such as the level and severity of 
competition and the presence of large firms in the region; effective demand; the availability of transport; 
access to technology and equipment; S&T potential; information environment; resource self-sufficiency; 
the level of development of innovative territorial clusters, regional “business catalysts”, etc. [Kutsenko, 
2015; Makarov, Ugnich, 2015; Pavlov, 2008; Fritsch, Storey, 2014]. The above parameters significantly 
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vary in different Russian regions [EBRD, 2012], as does their effect on the emergence of entrepreneurial 
intentions and the transition to action aimed at starting one’s own business.
Keeping in mind the above arguments, the following hypothesis can be formulated:

H3: The positive relationship between entrepreneurial intentions and start-up activities will be stronger 
for Russian students coming from regions with a favorable institutional environment with respect to 
entrepreneurship.

A generalized theoretical model of the study is presented in Figure 1.

Methodology of the study
Description of the sample
The international GUESSS project (data collected in its framework provided the empirical basis of our 
study) was launched in 2003 by the Swiss Research Institute of Small Business and Entrepreneurship of 
the University of St. Gallen (KMU-HSG). Its objective was to study students’ entrepreneurial aspirations 
taking into account such factors as family support, the university environment, and the socio-cultural 
context. In the scope of the GUESSS project, data is collected every two years with international coverage 
of students specializing in different fields of study. In 2013–2014, 109,026 students were surveyed at 
759 universities in 34 countries. Russia has participated in the project since 2011. The national operator 
of the project is the Graduate School of Management of St. Petersburg University, which is responsible 
for recruiting Russian universities and the translation and distribution of questionnaires among the 
participants. Between the start of October and the end of December 2013, 4,578 Russian students were 
surveyed at 32 Russian universities2.
For the purposes of this study, students who came to Russia on exchange programs and those studying 
as part of continuing professional education programs were excluded from the general sample. The final 
sample comprised 4,484 students from 19 Russian regions.

Measuring variables
Dependent variable. Since our study is focused on the transition from entrepreneurial aspirations to 
taking action on starting one’s own business, a binary variable was chosen as the resulting characteristic 
of the model. It takes the value of 0 if the student did not do anything to establish a company, and 
1 if even a single practical step was actually taken. The list of such steps based on the international 
projects “Panel Study of Entrepreneurial Dynamics” (PSED) and “Global Entrepreneurship Monitor” 
(GEM) included the following: “Discussed product or business idea with potential customers”, “Collected 
information about markets or competitors”, “Has written up a business plan”, “Launched product/service 
development”, “Started marketing or promotion campaigns”, “Purchased materials, equipment or machinery 
for the business”, “Attempted to obtain external funding”, “Applied for a patent, copyright or trademark”, 

“Registered the company”, and “Sold the product or service”. 
Independent variable. Students’ entrepreneurial intentions were measured using the scale presented 
in [Liñán, Chen, 2009]. The respondents were asked to assess the following statements on a scale of 1 
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Figure 1. Theoretical model of the study

Source: compiled by the authors.

2   For more about the implementation of the GUESSS project in Russia in 2013–2014 see: [Shirokova et al., 2015b].
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(totally disagree) to 7 (completely agree) “I am ready to do anything to become an entrepreneur”, “My 
professional goal is to become an entrepreneur”, “I will make every effort to start and run my own firm”, 

“I am determined to create a firm in the future”, “I have very seriously thought of starting a firm”, and “I 
have serious intentions of starting a firm someday”. On the basis of the answers, the average strength 
of each student’s entrepreneurial aspirations was calculated. The missing values were replaced with the 
average ones for the university, since the number of omissions did not exceed 7% of the total sample. The 
distribution of missing values by basic demographic characteristics (gender, age, profile of studies, family 
status) on average matched the general sample’s trends, without any obvious outliers.
Moderators. For the purposes of this study, the following moderators of the relationship between students’ 
intentions and their actual involvement in business activities were used: coming from a business-owning 
family; the university environment; and the level of development of the regional institutions responsible 
for promoting entrepreneurship.
Family entrepreneurial background. This variable takes the value of 1 if at least one of the student’s parents 
is an entrepreneur, and 0 if that is not the case.
University entrepreneurial environment was assessed by students using a scale of 1 (totally disagree) to 
7 (completely agree) to evaluate the following statements: “The atmosphere at my university inspired me 
to develop ideas for a new business”, “There is a favorable climate for becoming an entrepreneur at my 
university”, “At my university, students are encouraged to engage in entrepreneurial activities” [Franke, 
Lüthje, 2004; Geissler, 2013]. Missing values were substituted with averages for the university.
The level of development of regional institutions was operationalized using data collected by the analytical 
center of the Russian Small Business and Entrepreneurship Support Bank (MSP Bank, Inc.) in 2012–
2013 through a survey entitled “Small and Medium Business Conditions Index” [MSP Bank, 2014]. The 
objective of the project was to assess business conditions in Russian regions on the basis of Rosstat data 
and the results of studies on the Russian entrepreneurial environment. The following indicators were 
used:

1) Production factors: access to necessary resources such as financial and human capital, and regional 
entrepreneurship infrastructure;

2) Demand and competition: market entry barriers, effective demand;
3) Regulatory impact: support of entrepreneurship provided by the regional authorities;
4) Macroeconomic risks: inflation, regional budget balance, the region’s revenues/expenditures ratio, 

the share of expenditures in gross regional product;
5) Risks related to crime, excessive administrative barriers, and corruption.

The MSP Bank’s rating ranked Russian regions by each of the above groups of factors depending on 
the “grade” they received (good, satisfactory, or poor). We converted these qualitative indicators into 
quantitative ones by assigning the following values to the assessments of the factor groups: 1 = poor, 
2 = satisfactory, and 3 = good. Next, the level of development of the institutions potentially capable of 
promoting or hindering entrepreneurship was calculated for each region. The list of regions, the number 
of the respondents covered by the GUESSS project, and the assessments of the institutional environment’s 
development are presented in Table 1.
Control variables. Students’ personal characteristics (such as gender and age) can significantly affect the 
emergence of entrepreneurial intentions and, as a consequence, their willingness to take relevant action 
[Haus et al., 2013; Levesque, Minniti, 2006]; accordingly, these variables were included in the model as 
control variables. The variable “Age” was measured in years; the missing values were replaced with the 
averages in accordance with the approach proposed in [Afifi, Elashoff, 1966]. The variable “Gender” is a 
binary variable: it takes the value of 1 for female and 0 for male students. In addition to socio-demographic 
characteristics, students’ major specialization was also taken into account [Kolverei, Moen, 1997] given 
that students studying economics or business/management can be expected to be more inclined towards 
entrepreneurship. This variable is also binary, and takes the value of 1 if the student specializes in the 
above fields, and 0 in all other cases.
We tested the reliability of latent variables’ values in the model. Cronbach’s alpha for entrepreneurial 
intentions was 0.95, and for university entrepreneurial environment it was 0.88, which is above the 
recommended value of 0.7 and therefore indicates the inherent compliance of the characteristic chosen 
to describe the above theoretical constructs [Cronbach, 1951]. Descriptive statistics for the variables and 
the correlation matrix are presented in Tables 2 and 3.

Data analysis results
The study’s hypotheses were tested by evaluating a three-step logistic regression. To exclude 
heteroscedasticity, robust standard errors were used at all three stages of the evaluation. The results of 
testing the hypotheses are presented in Table 4.
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At the first stage of the study, the control variables’ effects were measured (Model 1), and a positive 
correlation was discovered between students’ age (b = 0.038, p < 0.05) and actual steps taken to start their 
own business. It was established that women were less likely than men to realize their entrepreneurial 
intentions (b = –0.981, p < 0.001). Finally, students specializing in economics or business management 
demonstrated a more pronounced inclination to implement their business ideas compared with all others 
(b = 0.487, p < 0.001).
At the second stage, the main effects were added to the model (Model 2) and a direct relationship was 
found between students’ intentions and participation in entrepreneurial activities (b = 0.503, p < 0.001). 
Also, the positive effect of a family entrepreneurial background was established (b = 0.418, p < 0.001), as 
was the negative influence of the university entrepreneurial environment (b = –0.057, p < 0.05).
At the third stage, the testing of moderation effects (Model 3), after adding the moderators, the assessment 
of the regression coefficient “Entrepreneurial intentions” variable ceased to be statistically significant, 
which implies that the nature of transition from entrepreneurial intentions to action is situational. The 
results of empirical testing revealed that one of the factors promoting this process was the level of the 
development of the regional institutional environment (b = 0.042, p < 0.05), which confirms hypothesis 
H3. The coefficient of the variable reflecting students’ family entrepreneurial background turned out to 
be negative, i.e., students whose parents are entrepreneurs are less likely to implement their own business 
initiatives (b = –0.102, p < 0.1), which refutes hypothesis Н1. The regression coefficient of university 

Table 1. Assessment of Russian regional institutional environments’ development (2014)

Регион Number of 
respondents

Production 
factors

Demand and 
competition

Regulatory 
impact

Macroeconomic 
risks

Administrative 
barriers and 
corruption

Total

Altai Republic 38 3 1 2 1 2 9
Astrakhan Region 55 1 1 1 3 2 8
Bryansk Region 123 1 2 2 1 2 8
Volgograd Region 101 1 2 2 2 1 8
Voronezh Region 90 2 2 2 2 3 11
Irkutsk Region 142 1 2 2 3 3 11
Krasnoyarsk Region 90 2 2 1 1 2 8
Moscow 540 2 3 3 2 2 12
Novgorod Region 211 2 2 2 3 2 11
Novosibirsk Region 82 2 2 2 3 2 11
Perm Region 225 1 3 3 2 1 10
Primorsky Region 186 2 1 1 2 3 9
Republic of Sakha 
(Yakutia)

222
3 2 3 3 3 14

Republic of Tatarstan 469 2 3 3 3 3 14
Rostov Region 83 1 2 3 3 3 12
St. Petersburg 1026 2 3 2 3 3 13
Sverdlovsk Region 42 1 3 2 2 2 10
Stavropol Region 635 1 2 1 2 2 8
Tomsk Region 97 2 3 2 2 2 11
Source: compiled by the authors on the basis of data in [MSP Bank, 2014].

Table 2. Descriptive statistics

Variable Mean value Standard deviation Min Max
1. Involvement in start-up activities — — 0 1
2. Entrepreneurial intentions 4.60 1.62 1 7
3. Family entrepreneurial background — — 0 1
4. University entrepreneurial environment 4.43 1.57 1 7
5. Regional institutions 9.54 1.78 6 12
6. Age 20.14 1.86 17 40
7. Gender — — 0 1
8. Specialization — — 0 1
Source: compiled by the authors.
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entrepreneurial environment turned out to be insignificant, which means that hypothesis H2 was not 
confirmed.

Discussion
The theory of planned behavior [Ajzen, 1991] implies a direct relationship between intentions and the 
actions taken to implement them. The results of our study confirmed the validity of this theory regarding 
the transition from entrepreneurial aspirations to starting and running one’s own business by early-stage 
entrepreneurs — the students of Russian universities. This intuitively reliable conclusion corresponds with 
most of the relevant studies [Kautonen et al., 2013, 2015; Liñán, Fayolle, 2015; Shirokova et al., 2015; van 
Gelderen et al., 2015]. At the same time, the theory of planned behavior (which was developed primarily 
to explain the mechanism of intention formation) does not fully explain the gap between intentions and 
action, i.e., the situations where declared intentions were not actually realized. Our results show that the 
transition from the former to the latter is affected by the context, by factors that can either increase or 
reduce the probability of such a transition.
Students who are considering a career in entrepreneurship and come from business-owning families are 
rather less likely to realize such intentions. This finding contradicts our initial hypothesis about the role 
of family business in this process. There may be several possible explanations. Firstly, people who come 

Table 3. Correlation matrix

Variables 1 2 3 4 5 6 7 8
1. Involvement in start-up activities 1
2. Entrepreneurial intentions 0.254** 1
3. Family entrepreneurial background 0.010** 0.099** 1
4. University entrepreneurial environment 0.031* 0.266 –0.004 1
5. Regional institutions –0.005 –0.067** –0.015 –0.031* 1
6. Age 0.041* –0.001 –0.039* –0.033* –0.031* 1
7. Gender –0.188** –0.028 –0.028† 0.019 –0.048* –0.052** 1
8. Specialization 0.089** 0.064** 0.064** 0.094** 0.065** 0.038* 0.002 1

† p < 0.1; *p < 0.05; **p < 0.001 (2-tailed).
Note: A point biserial correlation coefficient was used to calculate the correlation between variables if one of them was binary; in all other cases, the Pearson 
correlation coefficient was used.
Source: compiled by the authors.

Table 4. Regression analysis results

Variables Model 1 Model 2 Model 3
Control variables

Age 0.038* 0.064** 0.062**
Gender –0.981*** –0.954*** –0.956***
Specialization 0.487*** 0.319*** 0.312***

Main effects
Entrepreneurial intentions 0.503*** 0.201
Family entrepreneurial background 0.418*** 0.973**
University entrepreneurial environment –0.057* 0.031
Regional institutions –0.002 –0.227**

Moderating effects
Entrepreneurial intentions Х family entrepreneurial background –0.102†
Entrepreneurial intentions Х university entrepreneurial environment –0.015
Entrepreneurial intentions Х regional institutions 0.042*
Constant –1.844*** –4.681*** –3.038**
N 4479 4358 4358
Prob > chi2 0.000 0.000 0.000
Pseudo R2 0.045 0.119 0.121
*** p < 0.001; ** p < 0.01; * p < 0.05; † p<0.1.
Source: compiled by the authors.
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from business-owning families can realize their entrepreneurial aspirations not just by creating their own 
firm but also by becoming the successor to the family business. This saves such nascent entrepreneurs 
from taking numerous steps on their own, which may partially explain the established negative correlation 
between coming from a business-owning family and taking action to implement one’s entrepreneurial 
intentions. This hypothesis is confirmed by the results of the GUESSS 2013–2014 study: the average 
measured value of the assessment by Russian students coming from business-owning families about their 
joining the family firm as a possible career path was higher than that of the international sample: 3.41 
vs. 2.67, respectively [Shirokova et al., 2015b]. Another factor likely affecting the lower rate of Russian 
students coming from business-owning families realizing their entrepreneurial intentions may be doubts 
concerning the prospects of such a career in Russia, reinforced by the practical experience of their 
family. Russian businesses, which has to survive in a developing economy, are highly dynamic and highly 
aggressive [Puffer, McCarthy, 2001]. The negative business experience of family members may prompt 
students to abandon their entrepreneurial aspirations and pursue a career outside of entrepreneurship.
We were unable to confirm a relationship between a developed entrepreneurial environment at a student’s 
university and the likelihood of he or she making the transition from entrepreneurial aspirations to 
establishing a business. Despite the obvious success of providing various kinds of support to student 
entrepreneurship, the overall relevant infrastructure needs further development [Karpunina et al., 
2014]. An important step along this path would the adoption of the entrepreneurial university model 
as a target milestone [Bokov et al., 2011; Ivashchenko et al, 2014]. This model covers various areas of 
university activity in addition to academic initiatives, and stipulates the creation of innovation centers, 
the commercialization of research results, the expansion of funding sources, the promotion of an 
entrepreneurial culture and a good business environment, and active cooperation with members of 
the business community [Ivashchenko et al., 2014; Konstantinov, Filonovich, 2007; Tappaskhanova et al., 
2014]. Implementing such initiatives at Russian universities would provide a significant incentive for 
transforming students’ entrepreneurial aspirations into actual efforts at founding a firm.
Finally, we established a positive moderating effect from the level of development of the regional 
entrepreneurial infrastructure on the link between students’ entrepreneurial intentions and actions. This 
is in line with the initial assumption about the effect of the local institutional context on people’s business 
activities. As was shown in a recent study [Aleksandrova, Verkhovskaya, 2015], one of the more important 
factors of the latter is the positive perception of business conditions in the region. Our conclusions confirm 
the validity of this thesis regarding the realization of entrepreneurial intentions. Due to significantly 
differing business conditions across various Russian regions, SMEs are not developing evenly in the 
country [Gosudarstvennyi Sovet Rossiiskoi Federatsii, 2015]. Of course, the specific regional policies are 
affected by the nation-wide policies, and by each region’s particular development goals and objectives 
[Gnevko, 2010]. However, as we were able to demonstrate, a regional system for providing various kinds 
of support to entrepreneurship via programs based on the Federal Law No. 209-FZ “On the development 
of small and medium entrepreneurship in the Russian Federation” of 24.07.2007, or through indirect 
measures to promote effective demand, combat corruption, and improve the regional macro-economic 
situation, could increase the number of young entrepreneurs willing to move from intentions to action, 
start their own businesses and contribute to an overall increase in business activity.

Contribution to theory and practical significance of this study
Our study was intended to obtain a deeper understanding of the relationship between the main components 
of the entrepreneurial process in Russia. It further clarifies the theory of planned behavior [Ajzen, 1991] 
regarding factors that could presumably affect the transition from intention to entrepreneurial action. 
We demonstrated the applicability of the “embeddedness” concept [Granovetter, 1985] to various 
kinds of people’s business activities. Finally, we tried to extend the scope of applying the institutional 
approach to studying entrepreneurship by revealing the role of regional institutions in the conversion of 
entrepreneurial aspirations into relevant action in the context of emerging markets.
The conclusions made on the basis of this study could be useful to the developers of regional 
entrepreneurship promotion programs. In particular, we have in mind the variety of factors affecting the 
entrepreneurial intention–action transition, specifically the unique Russian aspects of this process. The 
new knowledge can also be applied in business education programs offered at Russian universities, which 
in the end ultimately affect the level of students’ overall entrepreneurial activities.

Limitations and areas for further research
Cross-sectional data were used in our study, i.e., the strength of entrepreneurial intentions and action 
taken to create new businesses were measured at just one point in time — providing no opportunity to 
assess their dynamics. Since intentions tend to change, their explanatory function reduces with time 
[Sutton, 1998]; therefore, the role of various factors affecting the intention-action transition was in the 
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focus of our paper. Still, a possible area for studying the link between intentions and actual entrepreneurial 
activities in the Russian context might be found in longitudinal studies.
In this paper, we relied on an exclusively student sample, which does not allow us to extrapolate the results 
for other early-stage entrepreneur groups. Another possible area for future research could be testing the 
factors affecting the entrepreneurial intention-action transition of members of different social groups. 
Also, the results of our analysis are relevant only for the Russian context. Similar studies conducted in 
other countries would probably discover other constellations of entrepreneurial ecosystem elements for 
consideration.
Finally, we attempted to measure the unidirectional links between the main elements of the business 
process. However, moving on from entrepreneurial intentions to action is a complex and multifaceted 
activity, so studying it involves the application of quantitative research techniques to fully understand all 
its aspects.

Conclusion
The theory of planned behavior implies a direct relationship between intentions and the steps taken to 
implement them. In the case of entrepreneurship, this relationship can be strengthened or weakened by 
a host of context-dependent factors. In our study, we used the embeddedness perspective to establish the 
negative effect of students’ family entrepreneurial background on their transition from having business 
aspirations to taking relevant action, and the positive effect of the regional institutional entrepreneurial 
environment on this process. Our paper contributes to advancing entrepreneurship studies, and has 
practical value for the designers of regional business promotion programs and relevant educational 
initiatives.

This research was conducted with financial support from a Russian Science Foundation grant (project No. 14-18-01093).
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Abstract

New and emerging technologies pose a serious 
challenge for the future of employment. As 
machines learn to accomplish increasingly 

complex production tasks, the concern arises that 
automation will wipe out a great number of jobs. This 
paper investigates the relationship between the risk 
posed by the automation of jobs and individual-level 
occupational mobility using a representative German 
household survey. It provides an overview of current 
trends and developments on the labor markets due to 
the automation of jobs. It also describes the most recent 
dynamics of self-employment and relates it to the risk of 
the automation of jobs.

The results suggest that the expected occupational 
changes such as losing a job, demotion at one’s current 
place of employment, or starting a job in a new field are 
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likely to be driven by the high occupation-specific risk 
of automation. However, the switch to self-employment, 
both with and without employees, is more likely to occur 
from paid employment in occupations with a low risk 
of automation. Hence, the rising level of entrepreneurial 
activities is less likely due to jobs becoming obsolete over 
the course of automation, but rather due to the high number 
of opportunities offered by the digital age.

The issues addressed within the paper provide room for 
further investigation. Particularly, an important question 
concerns which additional skills workers in jobs with a 
high risk of automation should acquire in order to make 
themselves less susceptible to the negative consequences of 
such a change. More research is needed in order to develop 
educational strategies to make workers less susceptible to 
job loss due to automation. 
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Recent technological progress, particularly in the field of ICT, has led to the emergence of Industry 
4.0, the fourth industrial revolution, and has given rise to a debate about the future of employment. 
There is great concern that as technology develops further, it will become possible for machines to 

perform tasks at least as efficiently as the humans who are currently performing them. As a consequence, 
it is feared that automation will lead to a massive wipe-out of jobs. Researchers from the University of 
Oxford, Carl Benedikt Frey and Michael Osborne, recently arrived at the conclusion that, given the current 
state of technology, about 47 percent of the US labor force are in jobs that are highly likely to be replaced 
by machines in the next 10–20 years [Frey, Osborne, 2013, 2017]. Numerous follow-up studies generally 
confirmed this scenario for other countries, though they report great variations in automation risk across 
countries.1 
The aforementioned studies, however, provide estimates based on aggregate employment data and it 
therefore remains unclear whether or not and how far the predicted risk of job automation2 is associated 
with occupational mobility at the individual level. Hence, the present paper aims to shedd more light on 
this relationship by investigating whether working in an occupation with a high risk of automation affects 
job changes, such as the risk of losing one’s job, demotion at one’s current place of employment, or starting 
a job in a new field, among others. Then, this paper investigates the impact of the automation of jobs on 
the probability of becoming an entrepreneur. The recent rise of entrepreneurship in many developed 
countries that has been observed over the last two decades raises many questions with regard to the drivers 
of this development and the quality of those start-ups. Particularly, the technological progress that leads 
to the automation of jobs may foster start-ups created by necessity by those people whose jobs are likely 
to be replaced with machines. At the same time, technological progress may lead to an increase in the 
level of opportunity-driven and growth-oriented start-ups. For instance, Shane [Shane, 2000] discusses 
how the introduction of a radical innovation such as 3D printing technology has led to the emergence of 
entrepreneurial opportunities in very different fields ranging from the creation of personalized sculptures 
from a photo to constructing prototype models of industrial and architectural design to printing out 
artificial bones and creating three-dimensional human brain models for surgical planning. Obviously, 
some of those opportunities emerge in fields (e.g., surgery) in which machines complement rather than 
substitute human labor. 
The present empirical analysis is based on German Socio-Economic Panel data, an annual representative 
survey of German households containing rich information on an individual’s socioeconomic background. 
The results suggest that the risk of the automation of jobs increases the risk of occupational changes such as 
losing a job, demotion at one’s current place of employment, or starting a job in a new field within the next 
two years. At the same time, the risk of automation is negatively correlated with the probability of becoming 
an entrepreneur, both with and without employees. This suggests that entrepreneurs are less likely to be 
driven by necessity arising from the risk of job automation. Thus, the rising level of entrepreneurship in 
Germany is more likely to be driven by new technology creating new entrepreneurial opportunities rather 
than by destroying jobs.

The Labor Market in the Digital Age: Trends and Developments
This section reviews trends and developments that are currently present on the labor markets of many 
developed countries and are related to the current progress in the automation of tasks. In particular, we 
describe the phenomenon of the polarization of labor markets. Then, we discuss the consequences of 
automation for the future of employment by considering current trends in the rate of entrepreneurial 
activities. 

Which jobs are at risk of automation?
In order to understand which jobs are at high risk of automation, it is necessary to analyze what types of 
tasks can be effectively and efficiently performed by computers and those tasks in which computers merely 
supplement human labor. The authors of [Autor et al., 2003] distinguish between two broad sets of tasks 
according to the extent of their vulnerability to computerization, namely, routine and non-routine tasks. 
The group of non-routine tasks can be further divided into manual and abstract tasks. Due to the nature 
of routine tasks that may be both cognitive (e.g. performing calculations) and physical (e.g., repetitive 
operations in a stable environment), they can be fully codified and thus jobs that mainly comprise routine 
tasks are highly susceptible to computerization. While machines outperform humans in many of the 
routine tasks, they have not yet achieved high performance levels when carrying out non-routine tasks, 
that is, manual and abstract tasks. Manual tasks are those activities that can be easily performed by humans 
but require enormous computing power from machines. Examples of such tasks are manual operations in 
unstable, changing environments that require high adaptability and manual dexterity as well as visual and 
language recognition. One should note, however, that the current progress in artificial intelligence (AI) is 

1 See, e.g., [Arntz et al., 2016], for an analysis of OECD countries; [Sorgner et al., 2017a] for G20 countries; [Chang, Huynh, 2016], for 
ASEAN countries; [Dengler, Matthes, 2015], for the case of Germany; [Pajarinen et al., 2015], for an analysis of Finland and Norway).

2 In this paper the terms computerization, digitization, and automation are used interchangeably.
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quite impressive and it can be expected that machines will learn to perform those tasks even better in the 
near future (see [Brynjolfsson, McAfee, 2014], for other examples). Still, humans currently perform these 
tasks at a much lower cost, which is why there is a relatively low risk of computerization for such jobs. Last 
but not least, abstract tasks require creativity, persuasion, and problem-solving skills, in such capacities 
computers tend to complement highly educated workers. 
Given this state of technology, the major trend that is currently observed in various developed countries is 
that of the polarization of labor markets [Autor, 2015a; Autor, Dorn, 2013; Goos et al., 2014]. Job polarization 
is a phenomenon that refers to the growth of employment at opposite ends of the occupational skill spectrum. 
That is, there has been an increase in highly paid jobs that require high levels of education and are mostly 
comprised of abstract tasks on the one hand, and on the other, there is growth in low-pay jobs that comprise 
manual tasks performed by people with lower levels of education.
Recently, in a study of the future of employment in the US, Frey and Osborne [Frey, Osborne, 2013, 2017] 
arrived at the conclusion that about 47 percent of the US labor force is currently working in occupations 
with a particularly high risk of being computerized in the next 10-20 years. Those high-risk occupations 
mainly comprise transportation and logistics occupations, office and administrative support workers, and 
production occupations. The OECD’s Directorate for Employment, Labour and Social Affairs commissioned  
a similar study for OECD countries [Arntz et al., 2016], whose authors concluded that the risk of automation 
might have been overestimated. On contrary, they find that, on average across the 21 OECD countries, only 
about 9% of jobs are automatable, although there is great variation between the countries. The highest risk of 
automation was found for Germany and Austria (12%) and the lowest for Korea and Estonia (6%). The study 
by Chang and Huynh [Chang, Huynh, 2016] of ASEAN countries, however, reports that about 56 percent 
of employment is at high risk of displacement over the next decade or two. And the study by Sorgner, Bode, 
and Krieger-Boden [Sorgner et al., 2017a] of G20 countries provides evidence of gender-specific differences 
in the effects of automation on employment, which also vary strongly across countries. This strong cross-
country variation may reflect general differences in the industrial structures of the economies in those 
countries. For instance, knowledge-intensive sectors have jobs that heavily rely upon abstract tasks, while 
many jobs in manufacturing sectors are routine-based and, thus, susceptible to automation.
While the study by Frey and Osborne [Frey, Osborne, 2013, 2017] for the US and similar studies for 
other countries focused on aggregated employment data, it is not clear how the risk of automation and 
computerization affects occupational changes at the level of individuals, such as transitions from paid 
employment into unemployment or self-employment. Hence, this paper’s aim is to shed more light on this 
issue by investigating micro-level data. 

The automation of jobs and the rise of entrepreneurship
A pronounced development that many developed countries are currently experiencing is that of  
a fundamental shift from a managed economy to an entrepreneurial economy. The term ‘managed economy’ 
refers to the organization of market economies after WWII that were characterized by the prevalence of 
economies of scale, standard production routines, high levels of specialization and relatively low levels 
of uncertainty in the manufacturing process. In contrast to the managed economy, the entrepreneurial 
economy is predominantly based on pronounced start-up activity, innovation that occurs at entrepreneurial 
organizations, flexible production and flexible labor markets, and relatively high levels of uncertainty 
[Audretsch, Thurik, 2000, 2001]. Moreover, new business formation, while being largely neglected by policy 
makers in the managed economies — starts to play an increasingly important role in the entrepreneurial 
economy with regard to its direct effects such as job creation [Acs, 2011] and, more importantly, the indirect 
effects. Concerning the latter, start-ups represent an important challenge for incumbent firms and, thus, 
force them to perform more efficiently [Fritsch, 2011]. Last but not least, new entrants may create new 
markets by introducing radical innovations [Baumol, 2004].
This shift towards a more entrepreneurial economy is well reflected in Figure 1, which shows the dynamics 
of self-employment rates in Germany during the period between 1991 and 2012. The self-employment rate 
grew steadily from about 8 percent in the beginning of the observation period up to about 11.5 percent at the 
end of the period. It is worth noting that this development cannot be entirely attributed to the former GDR’s 
transition to a market economy, although the event of German reunification contributed significantly to the 
rise of the overall self-employment rate in Germany. Particularly, the self-employment rate in East Germany 
converged with the level of self-employment activities in West Germany around 2004 and even exceeded it 
thereafter. Nevertheless, the rise of entrepreneurial activities can also be observed in West German regions.
This evidence leads to a question of what the drivers of this fundamental move towards a more entrepreneurial 
society are. The rising level of entrepreneurial activities may simply reflect various structural changes in 
a society. For instance, changes in the socio-demographic characteristics of the population, such as the 
age structure, the increased rate of female participation in the labor market, and an average higher level 
of education, might have led to a rise in entrepreneurship [Fritsch et al., 2015].3 Moreover, the incentives 

3 This is because socio-demographic characteristics are important determinants for making the decision to become an entrepreneur 
[Parker, 2009].
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to become an entrepreneur may have changed as a response to a variety of policy measures designed to 
promote entrepreneurship that have been realized over approximately the last two decades. For example, 
in Germany, a whole range of public policy measures have been realized, which promoted, for instance, 
start-ups by unemployed persons [Caliendo, Kritikos, 2010] and by students as well as highly educated 
staff at universities and other public research institutes (‘EXIST’). Some of those programs aim to reduce 
start-up barriers for women related to human and financial capital for women [Welter, 2006].4 Those policy 
measures may have at least partially shaped a more pro-entrepreneurial attitude among the population and 
a stronger awareness of entrepreneurship as an alternative career option thus contributing to the growth of 
entrepreneurship. Last but not least, technological progress, in particular achievements in ICT that gave rise 
to the fourth industrial revolution, may be responsible for a great number of entrepreneurial opportunities 
and the shift towards an entrepreneurial economy in many developed countries [Audretsch, Thurik, 2000].
Remarkably, Figure 2 demonstrates that the rise of self-employment rates in Germany was predominantly 
due to the rise in self-employment without employees (solo self-employment). While the solo self-
employment rate increased from about 3.5 percent in 1991 to 6 percent in 2012, the level of self-employment 
with employees increased only negligibly. The businesses of the solo self-employed have often been regarded 
as secondary (low quality) start-ups, as they generally do not create much value in terms of innovation, 
employment growth, and wealth generation [Shane, 2009]. 
This recent rise in the level of self-employment is quite remarkable and requires investigation, as there is 
not much evidence concerning the reasons behind this development and about the quality of such start-
ups. Fritsch et al. [Fritsch et al., 2015] conducted a decomposition analysis of self-employment rates in 
Germany over time in order to determine the major drivers of such a pronounced, radical change. They 
provide evidence that demographic developments, such as the shift towards employment in the service 
sector and a larger share of the population holding tertiary degrees, are the major drivers of the increase 
in the overall level of self-employment. While these factors explain most of the developments in self-
employment with employees, they could only explain less than a half of the much more dramatic increase 
in self-employment without employees. In particular, it remains unclear whether or not and how far the 
rise of solo self-employment was triggered by technological progress that has led to the automation of 
jobs. It can be assumed that people in jobs with a relatively high risk of automation may be more likely 
to set up businesses out of necessity. Furthermore, it can be expected that such businesses are less likely 
to be growth-oriented, as they have been created with the primary aim of employing the business owner 

Figure 1. Dynamics of self-employment rates in Germany, 1991–2012
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4 Other policy measures include, for instance, the deregulation of a number of liberal occupations, the introduction of minimum 
capital requirements for setting up a limited liability company, changes to personal bankruptcy law, and more restricted access to 
social security support. 
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[Shane, 2009]. Thus, the automation of human labor may indeed drive the levels of solo self-employment 
“out of necessity”. On the contrary, technological progress may lead to a rise in opportunity-driven, growth-
oriented entrepreneurship in fields that are less susceptible to automation and are characterized by creative 
and abstract tasks. Hence, another aim of this paper is to investigate the relationship between the risk of job 
automation and an individual’s likelihood of becoming an entrepreneur.

Data and method
Data source
The empirical analysis is based on German Socio-Economic Panel (SOEP) data, which is an annual 
representative household survey conducted by the German Institute for Economic Research (DIW). It 
includes detailed information about the socioeconomic situations of approximately 22,000 individuals 
living in Germany [Wagner et al., 2007]. For the purposes of the present analysis, data for the time period 
from 2005 to 2013 was used. 

Dependent variables
Currently employed individuals are asked in the SOEP to assess the probability of occupational changes 
over the next two years on a 10-point Likert scale from 0 to 100 with 10-point steps. The questions comprise 
various types of occupational changes related to losing or switching a job, an occupational promotion or 
demotion, expected wage/salary increases, etc. Many of those changes might occur as a consequence of the 
progress of computerization and/or the automation of jobs. The precise wording of questions used in the 
present study is as follows:

“How likely is it that you will experience the following career changes within the next two years? Please 
estimate the probability on a scale of 0 to 100, with 0 meaning that such a change definitely will not take 
place, and 100 meaning that such a change definitely will take place.”
•	“Will you lose your job?”
•	“Will you stop working in your current field and start working in a different one?”
•	“Will you be demoted at your current place of employment?”
•	“Will you attend courses or seminars to obtain additional training or qualifications?”
•	“Will you receive a salary or wage increase beyond the collectively negotiated wage increases?”
•	“Will you start working on a self-employed and/or freelance basis?”

In addition to the anticipated occupational changes, in our further analysis we study the actual transitions 
from paid employment to unemployment and self-employment. To this end, two dependent variables were 
constructed as binary variables that equal to one if a respondent’s observed employment status in time 
period t is paid employment and his or her employment status two years later is unemployment (self-

Source: own calculations based on the German Micro-Census.

Figure 2. Dynamics of self-employment with and without employees in Germany, 1991–2012
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employment). In addition, for respondents who switched from paid employment to self-employment, we 
distinguish between those who did so on a solo basis and those who are self-employed with employees, in 
order to partially account for necessity- and opportunity-based motives.5

Independent variable
The variable of interest is the occupation-specific probability of automation, which indicates the level of 
risk for a particular occupation to be automated or computerized in the next one to two decades. This 
variable is based upon and was adapted from the study by Frey and Osborne [Frey, Osborne, 2013, 2017], 
who estimated the automation/computerization probabilities for 702 occupations according to the US 
occupational classification system, O*Net. Together with a group of experts in machine learning and 
robotics, Frey and Osborne were able to identify a set of occupations that they labeled with 1, meaning a 
100 percent probability of the occupation being computerized in the next one to two decades, or 0 if the 
risk of computerization was considered absent.6 In the next step, they identified technological bottlenecks 
for computerization, that is, occupation-specific tasks that represent a challenge for machines. In particular, 
they identified three types of such bottlenecks, namely, social intelligence, creativity, and manipulation 
(perception). While social intelligence and creativity require high abilities and represent abstract tasks, 
manipulation and perception are mostly manual tasks (such as manual dexterity or tasks that are related 
to an unstructured work environment) that can be easily performed by humans, but represent a significant 
challenge for robots and machines.7 Finally, on the basis of the labeled data set, the researchers developed 
the optimal predicting algorithm, which they then used to estimate the probabilities of computerization for 
the remaining occupations based on the extent to which they are composed of tasks that pose bottlenecks 
to computerization.
Frey and Osborne [Frey, Osborne, 2013, 2017] provide the estimated probabilities of computerization for 
the 6-digit U.S. System of Occupational Classification (2010 SOC). Hence, they need to be converted to the 
4-digit ISCO88 occupations that are available in SOEP in order to match them with other individual-level 
information. For this purpose, the algorithm created by the US Bureau of Labor Statistics was used. 

Control variables
A wide set of control variables is considered, which can affect an individual’s occupational mobility. In 
particular, information is available about the number of years that a respondent spent in formal education, 
tenure with his or her current employer, experienced years of unemployment, socio-demographic 
characteristics including age, gender, nationality, and children in the household. Moreover, SOEP data 
include short item scales that measure the Big Five dimensions of the personality [Costa, McCrae, 1992]. 
In particular, the survey includes 15 items, three for each of the five traits, which has been shown to 
accurately replicate the results of the more extensive 25-item Big Five inventory [Gerlitz, Schupp, 2005]. 
Psychological personality characteristics may affect an individual’s willingness to change occupations in 
general, for instance, if a person has strong preferences for variety in his or her occupational environment 
[Åstebro, Thompson, 2011]. Another reason for including personality traits in the model is that they may, 
to a certain extent, capture unobserved abilities beyond those measured by the level of formal education 
that may affect both the choice of a certain occupation and the probability of occupational changes. 
For a definition of the variables used in the analysis and how certain traits were measured see Table 1, 
which provides information on the descriptive statistics for independent variables. According to this 
table, the average respondent in the sample is about 42 years old and has enjoyed about 12.2 years of 
formal education. The average respondent has been at his or her current job for about 11 years and has 
experienced 0.9 years of unemployment in the past.

Method
The regression method used in the empirical analysis of expected occupational changes accounts for the 
peculiarities of the dependent variable, which is the probability of an occupational change occurring 
within the next two years. Since the dependent variable is bounded between zero and one, the model can 
be estimated by means of a fractional response model (FRM) proposed by Papke and Wooldridge [Papke, 
Wooldridge, 1996]. 
The analysis of transitions from paid employment to unemployment and self-employment is conducted by 
means of a probit regression, which accounts for the binary nature of the dependent variable that takes a 
value of 1 if an occupational change has occurred and takes a value of 0 if this was not the case.

5 It should be noted, however, that not all solo self-employed started their businesses out of necessity. For instance, Sorgner et al. 
[Sorgner et al., 2017b] show that while the solo self-employed tend to have lower incomes than comparable entrepreneurs with 
paid employees, there are entrepreneurial “super-stars” among the solo self-employed who earn more. The data do not allow for 
making a more precise distinction between the motives for a start-up. 

6 Examples of occupations that they labeled with 1 are legal assistants or fast food cooks. Examples of occupations with a 0, no risk 
of computerization, are housekeepers, taxi drivers or economists.

7 This phenomenon is also known as Polanyi’s paradox, which refers to the inability to convert tacit knowledge into codifiable and, 
hence, computerizable rules [Autor, 2015b].
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Descriptive results
According to Table 2, the highest average probability of an occupational change to occur within the next two 
years reported by currently employed respondents was related to the risk being demoted at one’s current 
place of employment (about 46 percent), followed by the probability of acquiring additional qualifications 
(about 39 percent) and losing a job (about 21 percent). Interestingly, the lowest average probability of 
occupational change is that due to a shift to self-employment (about 8 percent). Nevertheless, it should be 
noted that this number is about 8 times higher than the yearly start-up rate in Germany, which is only about 
1 percent [Fritsch et al., 2012]. This indicates a rather high willingness among the German population to set 
up a business, a potential event that apparently could not be realized to its full extent.8

Table 3 presents the probability of occupational changes for respondents who are in occupations that 
are differently affected by the risk of automation. In particular, we distinguish between three groups of 
automation risk: low (less than 30 percent), medium (30 to 70 percent) and high (more than 70 percent). 
The descriptive evidence in Table 3 suggests that the probability of occupational changes increases with the 
rising risk of computerization for the categories of losing a job, starting work in a new field, and demotion 
at a current job. Moreover, a higher risk of the computerization of an occupation is associated with an 
on average lower probability of acquiring additional qualifications. The same pattern was observed for 
the probability of becoming self-employed. Last but not least, there seems to be a non-linear relationship 
between the risk of automation and the probability of an increase in wages. However, this relationship may 
be determined by other factors, such as previous labor market experience or the level of formal education, 

Тable 1. Descriptive statistics for independent variables

Variable Definition and measurement Mean Standard 
deviation

Occupation-specific 
probability of automation

The risk of a certain occupation being computerized in the next 10-20 years. 
Adapted from [Frey, Osborne, 2013, 2017]

0.471 0.313

Years of formal education Number of years spent in formal education 12.219 2.700
Tenure, years Number of years spent at the current place of employment 11.016 10.367
Experience of unemployment, 
years

Number of years spent in unemployment 0.917 2.307

Age Respondent’s age 41.971 22.368
Gender Dummy variable indicating the gender of a respondent (=1 if male, =0 if female) 0.489 0.500

Nationality Dummy variable indicating the nationality of a respondent (=1 if German, =0 
otherwise)

0.715 0.451

Presence of children in the 
household

Dummy variable indicating if there are children in the household (=1 if yes, =0  
if no)

0.393 0.488

Willingness to take risks Likert-type scale from 0 ("completely unwilling to take risks" to 10 ("fully 
willing to take risks") Precise question: "Are you generally a person who is fully 
prepared to take risks or do you try to avoid taking risks?"

4.564 2.329

Conscientiousness Average score from the scores on 3 questions (7-point Likert-type scale) 
measuring the Big Five dimension "Conscientiousness"

5.827 0.961

Extraversion Average score from the scores on 3 questions (7-point Likert-type scale) 
measuring the Big Five dimension "Extraversion"

4.818 1.140

Agreeableness Average score from the scores on 3 questions (7-point Likert-type scale) 
measuring the Big Five dimension "Agreeableness"

5.398 0.978

Openness to experience Average score from the scores on 3 questions (7-point Likert-type scale) 
measuring the Big Five dimension "Openness to experience"

4.485 1.212

Neuroticism (reversed 
emotional stability)

Average score from the scores on 3 questions (7-point Likert-type scale) 
measuring the Big Five dimension "Degree of emotional stability" (emotional 
stability vs. neuroticism)

3.865 1.228

Internal locus of control Average score on two 7-point Likert scales measuring the internal locus of 
control. Precise statements: "How my life goes depends on me" and "One has to 
work hard in order to succeed"

5.737 0.954

External locus of control Average score on six 7-point Likert scales measuring external locus of control. 
Precise questions: 1) What a person achieves in life is above all a question of fate 
or luck; 2) Compared to other people, I have not achieved what I deserve;  
3) I frequently have the experience that other people have a controlling influence 
over my life; 4) The opportunities that I have in life are determined by social 
conditions; 5) Innate abilities are more important than any efforts that one can 
make; 6) I have little control over the things that happen in my life.

3.683 0.940

Source: author’s calculations.

8 The reasons for this may be manifold, such as a lack of financial capital, the inability to identify a profitable entrepreneurial 
opportunity, or the decreasing level of over-optimism over the business’s gestation period. 
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among others. Hence, this relationship will be investigated in the next section in a multivariate analysis, in 
which we control for a wide set of socio-demographic characteristics that may influence the result.

The Results of Multivariate Analysis
The risk of computerization and perceived occupational changes 
The results of a multivariate analysis of the relationship between the occupation-specific probability 
of computerization and the self-reported probability of occupational changes within the next two years 
are reported in Table 4. In order to test for a possible non-linear relationship, the occupation-specific 
probability of computerization enters the model together with its squared term. The results suggest that 
there is a statistically significant reversed U-shaped relationship between the risk of computerization and 
the self-reported probability of losing current paid employment (Column I) as well as the likelihood of 
giving up working in one’s current occupational field and starting a job in a completely new occupation 
(Column II). This result is quite surprising because it means that the risk of occupational change increases 
with the rising risk of automation only to a certain threshold level. People in occupations with a very high 
risk of automation are less likely than people in occupations with a medium risk to expect occupational 
changes related to losing their job or starting a job in a completely new field within the next two years. One 
possible reason for this finding may be related to existing labor market regulations with regard to employees’ 
protection against dismissal.9 Alternatively, employees in occupations with a high risk of automation may 
be over-optimistic about the future of their occupations and, thus, underestimate the risk of losing their jobs. 
Next, the labor market polarization implies that the highest risk of automation applies to middle-skill workers 
in routine jobs. Moreover, these workers will be prone to downward occupational mobility when they are 
displaced by machines, unless they possess or acquire skills that are not susceptible to computerization, 
such as creativity or social intelligence. Hence, it can be expected that the higher the risk of automation 
of jobs, the higher is the likelihood of being demoted at one’s current place of employment. The results in 
Column IV of Table 4 support this hypothesis: there is a statistically significant (although at a 10% level) 
effect of occupational automation risk on the probability of demotion at one’s current place of employment 
within the next two years.10 

Тable 3. Probability of occupational changes in the next 2 years by the level  
of occupation-specific automation risk

Questions on the probability of occupational changes
Risk of automation

Low 
(<30%)

Medium  
(30–70%)

High 
(>70%)

Will you lose your job? 17.39 22.05 23.03
Will you stop working in your current field and start working in a different one? 8.91 12.10 14.63
Will you be demoted at your current place of employment? 45.88 45.81 47.31
Will you attend courses or seminars to obtain additional training or qualifications? 50.89 37.85 27.90
Will you receive a salary or wage increase beyond the collectively negotiated wage increases? 16.72 17.10 13.73
Will you start working on a self-employed and/or freelance basis? 10.18 7.35 6.57
Source: author’s calculations.

Тable 2. Descriptive statistics for dependent variables (the probability of occupational changes  
within the next 2 years)

Questions on the probability of occupational changes Mean (%) Standard 
deviation

Will you lose your job? 20.79 25.58
Will you stop working in your current field and start working in a different one? 12.17 23.34
Will you be demoted at your current place of employment? 46.28 14.88
Will you attend courses or seminars to obtain additional training or qualifications? 38.64 36.12
Will you receive a salary or wage increase beyond the collectively negotiated wage increases? 15.80 25.64
Will you start working on a self-employed and/or freelance basis? 7.94 20.44
Source: author’s calculations.

9 For instance, in Germany a much stricter dismissal protection legislation applies to employees at large firms more often than those 
at small firms [Bauernschuster, 2013]. If high-risk routine jobs are more likely to appear at large firms, then the people employed 
in such jobs may still be in a rather secure position, despite the high risk of automation of said jobs. 

10 Model III does not provide evidence of a possible non-linear relationship.



2017      Vol. 11  No 3 FORESIGHT AND STI GOVERNANCE 45

Тable 4. Risk of automation of jobs and the probability of occupational changes within the next 2 years

Parameters

Self-reported (in t) probability of occupational changes within the next 2 years

I II III IV V VI VII

Occupation-specific probability of automation in t 0.245***
(0.082)

0.462***
(0.109)

0.041
(0.034)

0.019*  
(0.010)

–0.889***
(0.092)

–0.220** 
(0.104)

–0.445***
(0.128)

Occupation-specific probability of automation in 
t, squared

–0.211***
(0.082)

–0.288***
(0.107)

–0.024
(0.034)

–
                        

0.553***
(0.093)

0.059
(0.105)

0.163
(0.131)

Years of formal education 0.149***
(0.025)

0.171***
(0.032)

0.006
(0.009)

0.006
(0.009)

0.314***
(0.028)

0.100***
(0.031)

0.168***
(0.041)

Years of formal education, squared –0.006***
(0.001)

–0.006***
(0.001)

0.000
(0.000)

0.000
(0.000)

–0.009***
(0.001)

–0.002*  
(0.001)

–0.005***
(0.001)

Tenure –0.032***
(0.002)

–0.036***
(0.003)

0.004***
(0.001)

0.004***
(0.001)

–0.003
(0.002)

–0.014***
(0.003)

–0.034***
(0.003)

Tenure, squared 0.001***
(0.000)

0.001***
(0.000)

–0.000***
(0.000)

–0.000***
(0.000)

0.000
(0.000)

0.000** 
(0.000)

0.000***
(0.000)

Experience of unemployment, years 0.028***
(0.004)

0.027***
(0.005)

0.004** 
(0.002)

0.004** 
(0.002)

–0.019***
(0.005)

–0.030***
(0.006)

0.001
(0.007)

Age 0.022***
(0.004)

0.034***
(0.006)

0.016***
(0.001)

0.016***
(0.001)

0.024***
(0.004)

0.039***
(0.005)

0.047***
(0.007)

Age, squared –0.000***
(0.000)

–0.001***
(0.000)

–0.000***
(0.000)

–0.000***
(0.000)

–0.001***
(0.000)

–0.001***
(0.000)

–0.001***
(0.000)

Gender (=1 if male, = 0 if female) –0.039***
(0.014)

–0.027
(0.018)

–0.032***
(0.006)

–0.032***
(0.006)

0.078***
(0.016)

0.144***
(0.018)

0.178***
(0.023)

Nationality (=1 if German, = 0 if otherwise) 0.108***
(0.026)

0.070** 
(0.035)

0.007
(0.011)

0.007
(0.011)

0.247***
(0.032)

0.035
(0.033)

0.007
(0.045)

Presence of children in the household –0.091***
(0.013)

–0.081***
(0.017)

–0.003
(0.005)

–0.003
(0.005)

–0.049***
(0.014)

–0.064***
(0.016)

0.007
(0.021)

Willingness to take risks 0.001
(0.003)

0.017***
(0.004)

–0.006***
(0.001)

–0.006***
(0.001)

0.020***
(0.003)

0.031***
(0.004)

0.042***
(0.005)

Conscientiousness –0.044***
(0.007)

–0.082***
(0.009)

–0.013***
(0.003)

–0.013***
(0.003)

–0.006
(0.008)

–0.004
(0.009)

–0.083***
(0.012)

Extraversion –0.021***
(0.006)

–0.002
(0.007)

–0.014***
(0.002)

–0.014***
(0.002)

0.011*  
(0.007)

0.024***
(0.007)

–0.013
(0.010)

Agreeableness –0.013** 
(0.007)

–0.027***
(0.008)

0.001
(0.003)

0.001
(0.003)

–0.008
(0.007)

–0.036***
(0.008)

–0.046***
(0.011)

Openness to experience –0.017***
(0.006)

0.043***
(0.007)

–0.006** 
(0.002)

–0.006** 
(0.002)

0.070***
(0.006)

0.022***
(0.007)

0.113***
(0.010)

Neuroticism (reversed emotional stability) 0.070***
(0.005)

0.069***
(0.007)

0.024***
(0.002)

0.024***
(0.002)

0.004
(0.006)

–0.030***
(0.007)

0.025***
(0.009)

Internal locus of control –0.054***
(0.007)

–0.023***
(0.009)

–0.009***
(0.003)

–0.009***
(0.003)

0.008
(0.008)

0.012
(0.009)

–0.003
(0.012)

External locus of control 0.062***
(0.007)

0.053***
(0.009)

0.012***
(0.003)

0.012***
(0.003)

–0.041***
(0.008)

–0.005
(0.010)

–0.037***
(0.013)

Year fixed effects Yes*** Yes*** Yes*** Yes*** Yes*** Yes*** Yes***

Industry fixed effects Yes*** Yes*** Yes*** Yes*** Yes*** Yes*** Yes***

Constant –1.617***
–0.203

–2.712***
–0.263

–0.480***
–0.078

–0.477***
–0.078

–3.066***
–0.227

–2.390***
–0.253

–3.098***
–0.346

Number of observations 30 890 30 901 30 677 30 677 30 885 30 717 29 600

Log Likelihood –12.201 –8.469 –14.314 –14.314 –15.190 –10.293 –6.821

Notes. 
Dependent variable: self-reported probability of occupational changes within the next two years. Robust standard errors in parentheses. 
Questions on the probability of occupational changes: I — Will you lose your job?; II — Will you stop working in your current field and start working 
in a different one?; III — Will you be demoted at your current place of employment?; IV — Will you attend courses or seminars to obtain additional 
training or qualifications?; V — Will you receive a salary or wage increase beyond the collectively negotiated wage increases?; VI — Will you start 
working on a self-employed and/or freelance basis?
*** p<0.01, ** p<0.05, * p<0.1.
Source: author’s calculations.
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At the same time, people in occupations with the highest and the lowest risks of automation are significantly 
more likely than people in jobs with a medium risk of automation to expect to gain additional qualifications 
in the near future (Column V). This observation may be indicative of a moderate risk of downward 
occupational mobility in the future, as people who urgently require additional skills in order to protect 
themselves from the negative effects of automation are likely to do so.11 Similarly, gaining additional 
qualifications may be also of high importance for people in occupations with a low risk of automation, in 
which computers strongly complement human labor. Moreover, a higher risk of automation is less likely 
to be associated with the probability of wage increases for individuals in those occupations (Column VI). 
Finally, an interesting result was obtained with regard to the probability of setting up one’s own business, 
namely, the respondents in occupations with a low risk of automation are significantly more likely than 
people in jobs with a high risk of automation to see themselves moving toward self-employment in the 
near future (Column VII). This is an important result that points toward opportunity-driven nascent 
entrepreneurship, since the willingness to set up one’s own business is more pronounced among workers 
who are in relatively secure jobs in terms of their susceptibility to automation. Moreover, jobs with a low 
risk of automation include tasks requiring creativity, social interactions and abstract thinking, which are 
critically important for entrepreneurs. 
As regards the effects of the control variables, it was observed that people with high and low levels of 
education are significantly less likely to expect occupational changes, as compared to individuals with 
middling levels of education. People with a longer tenure, males as well as those with children, have a lower 
probability of occupational changes. With regard to the effects of personality traits, people with higher levels 
of conscientiousness, agreeableness and an internal locus of control are less likely to expect occupational 
changes in the near future. The results for other personality traits are mixed. For instance, people with greater 
willingness to take risks report a higher probability of starting a job in a new field, obtaining additional 
qualifications, expecting a wage increase, and of becoming self-employed.12 On contrary, less risk-averse 
people report a lower probability of demotion at their current place of employment.
 
Transitions to self-employment and unemployment
While the previous section presented the results for expected occupational changes, in this section the 
analysis is focused on real occupational transitions from paid employment to unemployment and self-
employment within the next two years. The first column of Table 5 suggests that the high risk of automation 
in an occupation is more likely to lead to unemployment in the next two years. This relationship is linear, 
meaning that there is no decrease in the probability of unemployment for those workers who are in jobs 
with the highest risk of automation.13 Hence, it is likely that those workers underestimate the risk of losing 
their job, as has been shown in the Model I of Table 4.
Moreover, there is a statistically significant and negative relationship between the risk of automation and 
the transition from paid employment to self-employment. In order to provide a more differentiated picture 
of the relationship between the risk of automation and switches to self-employment, we additionally 
distinguish between self-employment with and without employees. The group of the solo self-employed 
may contain necessity-driven entrepreneurs, that is, those individuals who were at high risk of losing their 
jobs due to, for example, automation. On the contrary, the group of self-employed with employees is likely 
to contain opportunity-driven and growth-oriented entrepreneurs. Hence, one can expect different effects 
from automation risk on the various types of entrepreneurship. However, the results in Columns III and IV 
of Table 5 suggest that both types of entrepreneurs are likely to come from low-risk occupations, although 
the effect is lower (and only statistically significant at the 10% level) for the solo self-employed. 

Conclusions
New and emerging technologies will lead to radical transformations on labor markets. As machines learn to 
accomplish not only routine tasks but also activities that require abstract skills and the ability to work in an 
unstructured environment, concerns arise that automation will wipe out a great number of jobs. This paper 
provided new evidence on the impact of the automation of jobs on individual-level occupational mobility. 
In particular, it shows that the expected probability of occupational changes rises with the occupation-
specific risk of automation. This is particularly pronounced for such occupational changes as losing a job, 
demotion at one’s current place of employment, or starting a new job in a different field. According to the 
respondents’ own assessments, these changes are likely to occur within the next two years. This is quite in 
line with the prediction by Frey and Osborne [Frey, Osborne, 2013, 2017], who concluded that the current 
state of technology is such that it will be possible in the next 10-20 years to replace about half of the jobs in 
the US with machines.

11 Unfortunately, the data does not provide information with regard to skills the respondents are going to improve or attain by 
means of attending additional training.

12 This is in line with previous studies (see, e.g., [Caliendo et. al., 2009]).
13 A test of non-linearity proved to be insignificant in all model specifications of Table 5. 
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An important question then concerns which additional skills workers in jobs at high risk of automation 
should acquire in order to make themselves less susceptible to the negative consequences of automation. 
The empirical results in this paper provide evidence that workers in high-risk occupations do indeed intend 
to gain additional qualifications and training in the near future. However, no information was available with 
regard to the type of training they were more likely to choose. Hence, more research is needed in order to 
develop educational strategies to make workers less susceptible to automation. 
Moreover, this paper investigated the relationship between the automation of jobs and an individual’s 
propensity to become an entrepreneur. The causes for the recent rise of entrepreneurial activities in many 
innovation-driven economies including Germany, and in particular, the rise of self-employment without 
employees, are still not entirely clear. There is also concern regarding the quality of such businesses without 

Тable 5. Risk of the automation of jobs and transitions to self-employment and unemployment

Parameters

Employment status in (t+2)

Unemployed Self-employed Self-employed 
without employees

Self-employed 
with employees

I II III IV

Occupation-specific probability of automation in t 0.182***
(0.061)

–0.244***
(0.079)

–0.177*  
(0.092)

–0.283** 
(0.111)

Years of formal education –0.130** 
(0.053)

0.12
(0.085)

0.185*  
(0.104)

0.016
(0.108)

Years of formal education, squared 0.004*  
(0.002)

–0.002
(0.003)

–0.005
(0.004)

0.001
(0.004)

Tenure –0.062***
(0.005)

–0.034***
(0.007)

–0.048***
(0.008)

–0.009
(0.009)

Tenure, squared 0.001***
(0.000)

0.001***
(0.000)

0.001***
(0.000)

0.000
(0.000)

Experience of unemployment, years 0.095***
(0.008)

–0.01
(0.014)

–0.002
(0.016)

–0.028
(0.025)

Age –0.036***
(0.008)

–0.001
(0.013)

–0.008
(0.015)

0.01
(0.019)

Age, squared 0.001***
(0.000)

0.000
(0.000)

0.000
(0.000)

0.000
(0.000)

Gender (=1 if male, = 0 if female) 0.034
(0.035)

0.131***
(0.047)

0.087
(0.054)

0.176** 
(0.070)

Nationality (=1 if German, = 0 if otherwise) –0.043
(0.058)

–0.107
(0.088)

–0.032
(0.117)

–0.176
(0.110)

Presence of children in the household –0.058*  
(0.033)

0.132***
(0.045)

0.125** 
(0.053)

0.107*  
(0.063)

Willingness to take risks 0.006
(0.007)

0.058***
(0.010)

0.050***
(0.011)

0.059***
(0.015)

Conscientiousness –0.004
(0.019)

0.014
(0.027)

–0.006
(0.031)

0.042
(0.038)

Extraversion –0.019
(0.014)

0.017
(0.020)

–0.001
(0.022)

0.039
(0.029)

Agreeableness –0.017
(0.016)

–0.039*  
(0.023)

–0.04
(0.025)

–0.032
(0.034)

Openness to experience 0.014
(0.014)

0.088***
(0.022)

0.107***
(0.025)

0.041
(0.029)

Neuroticism (reversed emotional stability) 0.028** 
(0.013)

0.022
(0.018)

0.042** 
(0.021)

–0.013
(0.024)

Internal locus of control 0.012
(0.016)

0.032
(0.022)

0.023
(0.025)

0.036
(0.033)

External locus of control 0.093***
(0.017)

–0.008
(0.024)

–0.013
(0.029)

0.002
(0.032)

Year fixed effects Yes*** Yes *** Yes *** Yes ***

Industry fixed effects Yes *** Yes *** Yes *** Yes ***

Constant –0.23
(0.418)

–4.279***
(0.686)

–4.443***
(0.811)

–3.927***
(0.850)

Number of observations 47 123 47 048 47 048 46 553
Log Likelihood –5.219 –2.796 –1.816 –1.323
Notes: Dependent variable: Employment status in (t+2). Results of probit regressions. Robust standard errors in parentheses.  
*** p<0.01, ** p<0.05, * p<0.1.
Source: author’s calculations.
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employees. For instance, a high risk of automation for certain jobs may drive entrepreneurial activities out 
of necessity. However, the result of this paper is that people in occupations at high risk of automation are 
significantly less likely than people in low-risk occupations to become nascent entrepreneurs and make the 
transition from paid employment to self-employment. This result holds for both self-employed with and 
without employees. It indicates that new technologies are likely to create new entrepreneurial opportunities 
in occupations that consist of tasks that are less likely to be computerized in the near future. Thus, the 
rising level of entrepreneurial activities is more likely to be driven by new technologies creating many new 
opportunities rather than by technology making jobs obsolete over the course of automation.
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Abstract

The main purpose of this paper is to assess the possible 
impact of new technology-based firms on the social 
and economic development of Central and Eastern 

European (CEE) and Commonwealth of Independent 
States (CIS) countries by analyzing the share of such firms 
among entrepreneurs and society and by investigating 
data on their expected growth, innovativeness, and 
internationalization. The study contributes to forecasting 
the future effects caused by NTBFs on the economy of CEE 
and CIS countries. We use pooled samples from 2013–2015 
from the Global Entrepreneurship Monitor for: Russia 
(pooled sample size: 4,030), Hungary (6,003), Romania 
(6,024), Poland (6,001), Lithuania (4,000), Latvia (4,004), 
Estonia (6,662), Czech Republic (5,009), Slovakia (6,010), 
and Kazakhstan (4,205). Most analyses are based on a one-
way ANOVA analysis of the differences in the average size 
of country indicators for the analyzed countries.

The research results point to significant differences 
among the analyzed countries. The share of NTBF 
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entrepreneurs; CIS countries; CEE countries; innovation; 
internationalisation.

owners ranges from 0.7% (Russia) to almost 5% 
(Slovakia, Romania, and Kazakhstan). NTBFs also 
substantially differ across countries in terms of 
projected growth (highest in Hungary and lowest in 
Russia), internationalization (highest in Latvia, lowest 
in Russia) and innovativeness (highest in Poland, lowest 
in Kazakhstan). The main limitations of this study are as 
follows. The sample used was not chosen specifically for 
the task. Moreover, the assessment of the novelty of the 
technology is based on the entrepreneur’s self-assessment, 
so we might expect a bias in that regard. The data on 
projected growth, internationalization, and innovations 
are just the expectations of the entrepreneurs themselves, 
so again, bias is expected. The relationships presented in 
the paper might be strongly influenced by external factors 
and sample pooling might even magnify that impact. 
The paper has implications for the policies developed to 
support entrepreneurship in order to facilitate growth, 
internationalization, and innovativeness at NTBFs.
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New technology-based firms (NTBFs) constitute one of the fastest growing areas in entrepreneurship 
literature as they are critically important for socioeconomic development. Increasing the number of 
rapid-growing NTBFs is one of the key priorities of the innovation policy adopted by the European 

Commission [Grilli, 2014]. 
Meanwhile, the actual state of and aspirations for ventures started up by entrepreneurs with the use of 
new technologies in the countries of Central and Eastern Europe (CEE) and the Commonwealth of 
Independent States (CIS) is a less researched topic. The main purpose of this paper is to assess the possible 
impact of NTBFs on the social and economic development of the CEE and CIS countries, comparing 
the share of NTBFs among early entrepreneurs, their aspirations regarding growth, innovativeness, and 
internationalization. As the paper is rather descriptive, it does not necessarily follow the classic structure of 
an academic paper. I do not formulate hypotheses, instead, I look at patterns and attempt to jointly analyze 
and compare various results.
The situation of CEE and CIS countries with regard to business start-ups and especially NTBFs is 
somewhat special. Aidis, Estrin and Mickiewicz [Aidis et al., 2008, 2012] point out the weak institutions 
in those countries and argue that the institutional environment is important in explaining the levels of 
entrepreneurship development. Moreover, they make an observation that freedom from corruption is 
significantly related to entrepreneurial entry. Estrin, Mickiewicz and Stephan [Estrin et al., 2013] attribute 
the possible lower levels of entrepreneurial activity to lower levels of social capital (associated with the past’s 
lower level of social entrepreneurship) and the lack or imperfection of formal institutions such as strong 
property rights. In addition, the technological environment does not support NTBFs as most CEE and CIS 
countries still have not developed effective frameworks for research and development (R&D) funding and 
support at the national level, which is reflected in the low percentage of GDP spent on R&D (the highest 
CEE and CIS country in that regard is Czech Republic with about 2% of GDP spent on R&D).

Approach
To undertake an in-depth investigation into the phenomenon of NTBFs, I decided to use data from the Global 
Entrepreneurship Monitor (GEM). It allows one to investigate entrepreneurs at the very earliest stages of 
their activity, even before they formally establish a new enterprise [Reynolds, 2017]. Moreover, GEM gathers 
data based on a representative random sample of at least 2,000 adults in each country taking part in the 
project each year, which allows one to both compare countries and capture the dynamics of the processes 
[Kelley et al., 2016]. Finally, using the GEM methodology, one is able to identify those entrepreneurs that 
use new technologies. The basis for distinguishing start-ups using new technologies is a question included 
in the APS questionnaire: “How long have the technologies or procedures required for this product or 
service been available?”1. The GEM does not purposefully identify or define new technology-based firms 
and makes no separate attempt to analyze ventures using new technologies. NTBFs are elsewhere defined 
as ventures recently established by a group of entrepreneurs, based on the exploitation of an invention or 
technological innovation and as firms that employ a high proportion of qualified employees [Campos et al., 
2011]. Throughout the paper I use the term NTBF to describe the new venture (up to three and a half years 
of age) using a technology that has been available for at most five years.
The cyclical research within the framework of the Global Entrepreneurship Monitor allows one to track the 
dynamics of the analyzed phenomena. However, in order to analyze the characteristics of the entrepreneurs 
using new technologies, sets of data from 2013–2015 have been accumulated. Such a collection provides 
a larger research sample, while the period between the outermost points of the study is not too long, so it 
can be assumed that the external conditions for running a business have not changed substantially. The 
collection of the research samples resulted in a total sample of 51,948 respondents in CEE and CIS countries. 
Within this sample, 5,183 persons have been identified as early stage entrepreneurs and included in the 
TEA (Total Early Stage Entrepreneurial Activity) measure (9.98%), which covers all entrepreneurs on the 
market for up to three and a half years, and is further divided into nascent entrepreneurs (up to six months 
of activity) and new business owners (six months to three and a half years of activity). Among these persons, 
628 entrepreneurs declared using the newest technologies (technologies up to one year old) (1.2% of the 
total sample, 12.1% of TEA) while 1,102 reported using new technologies (between one to five years old) 
(2.1% of the total sample, 21.3% of TEA). The rest, 3,453 TEA entrepreneurs, declared using technologies 
invented more than five years ago. 
The GEM also distinguishes between the levels of technology for the sector of activity of the entrepreneur, 
which could also be used as an indicator of the quality of the start-up. However, only 197 entrepreneurs in 
high-tech industries were identified (3.8% of TEA) and due to that small number, such a distinction is not 
appropriate for analysis. In view of such results, it is most expedient to combine the groups of entrepreneurs 
using the newest and new technologies and analyze them together. There are 1,730 such entrepreneurs in 
the CEE and CIS sample, which constitutes the foundation for statistical analysis. Moreover, in some cases, 
taking into consideration only the entrepreneurs using the latest technologies would result in very small 
numbers of respondents (for example, Russia only has four such persons).
The present study pertains to the comparison of entrepreneurs using new technologies and those using 
solely technologies that have been available for at least five years. Moreover, CEE and CIS countries are 
compared to find some interesting patterns in their high-tech entrepreneurship. The subjects of study are 
10 CEE, CIS and former USSR countries: Russia (pooled sample size: 4,030), Hungary (6,003), Romania 

1 There are three possible answers: “less than a year”, “between one to five years”, “longer than five years”. Depending on the answer 
given, GEM divides entrepreneurs into those using newest technologies (up to one year), new technologies (one to five years) and 
those not using new technologies (more than five years).
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(6,024), Poland (6,001), Lithuania (4,000), Latvia (4,004), Estonia (6,662), Czech Republic (5,009), Slovakia 
(6,010), and Kazakhstan (4,205). Bulgaria and Georgia have been excluded from the list due to the fact that 
during the research period in question (2013–2015) they participated in the survey only once, resulting in 
samples of 2,002 and 2,016 respondents, respectively. Also, Georgia left the CIS in 2008. Baltic countries 
(Lithuania, Latvia, and Estonia) officially do not belong to CEE, it is however interesting to take them into 
consideration given that they are former USSR countries and are economically similar to CEE countries. 
Sample sizes for countries differ as some countries took part in the research survey three times in 2013–
2015 (Hungary, Romania, Poland, Estonia and Slovakia) and some countries only participated twice (Russia, 
Lithuania, Latvia, Czech Republic and Kazakhstan). Sample sizes, the numbers of TEA respondents, and 
high-tech TEA respondents are presented in Table 1. The results for TEA and high-tech TEA are unweighted, 
therefore they will slightly differ from official GEM results for which calculating weights are used.
As it can be seen, the TEA and high technology venture results differ substantially among the studied 
countries. Traditionally the lowest TEA rate in the region is experienced by Russia along with the lowest 
share of high-tech ventures. The highest TEA is observed in the Baltic countries, but also in Kazakhstan. 
In terms of the share of high-tech ventures in Romania and Slovakia, it surpasses 40%: 44.18% and 48.5%, 
respectively.

Socio-demographic characteristics of high-tech entrepreneurs in CEE and the CIS
Gender and age usually play an important role in the analysis of early entrepreneurs, as they often determine 
human and social capital. Marlow and McAdam [Marlow, McAdam, 2012] take a feminist perspective in 
analyzing high-tech female entrepreneurship, but admit that women are the minority when it comes to 
high-tech business ownership. Mayer [Mayer, 2008] argues that female entrepreneurs are more likely to 
start firms in predominately female high-tech sectors than in male-dominated high-tech sectors. Moreover, 
female-dominated high-tech firms are smaller and less profitable than their male counterparts. On the 
other hand, Tan [Tan, 2008] argues that female entrepreneurs are more willing to take risks that are also 
associated with using new technologies, which might suggest that the percentage of women among high 
technology entrepreneurs might be higher than in the group of low technology entrepreneurs. Figure 1 
presents the share of male entrepreneurs among high-tech and low-tech venture owners in CEE and CIS 
countries.
The differences in the shares of male entrepreneurs in high-tech and low-tech ventures are not substantial 
with two exceptions: Lithuania and Latvia, where there is a larger share of women involved in high-tech 
start-ups in Latvia, while in Lithuania there is a larger share of men. It is also worth noting that in two CIS 
countries, Russia and Kazakhstan, the share of women starting up a business is the highest, but also the 
share of women in high-tech ventures is higher than in low-tech ventures. In Kazakhstan, women starting 
up a high-tech venture are even in majority, although it must be said that the difference is not statistically 
significant with a 0.95 confidence interval.
There is some evidence that ventures using new and high technologies are more often started by young 
entrepreneurs [Cannone et al., 2014; Ouimet, Zarutskie, 2014]. That is partly because young people have a 
better understanding of new technologies, but also because they are more internationally oriented and tend 
to import new technologies [Cannone et al., 2014]. Figure 2 presents the research results concerning this 
phenomenon.
As assumed, in most cases the share of young people (up to 35 years of age) establishing a high-tech business 
is higher than in low-tech ventures. In Poland, where it is the highest, two thirds of high-tech ventures are 
started by people in their twenties and early thirties and 27% of them are started by people under 25 years 
of age. The two exceptions are Latvia, where high-tech ventures are started on average by people older than 
those who start low-tech ventures, and Kazakhstan, where there is no difference in that respect.

Self-assessment, the cultural perception of entrepreneurship, and the motives 
for starting a business in CEE and CIS countries 
Part of the decision to start a business is determined by a potential entrepreneur’s self-assessment and 
on their perception of the external environment, that is, whether or not it would support or hinder the 

Тable 1. Total, TEA, and high-tech TEA sample sizes in CEE and CIS countries, 2013–2015

Country Sample 
size

All 
TEA High-tech TEA TEA High-tech as % of TEA High-tech as % of total 

population
Russia 4030 210 29 5.21 13.81 0.72
Hungary 6003 533 101 8.88 18.95 1.68
Romania 6024 636 281 10.56 44.18 4.66
Poland 6001 569 148 9.48 26.01 2.47
Lithuania 4000 472 165 11.80 34.96 4.13
Latvia 4004 538 122 13.44 22.68 3.05
Estonia 6662 702 257 10.54 36.61 3.86
Czech Republic 5009 403 141 8.05 34.99 2.81
Slovakia 6010 602 292 10.02 48.50 4.86
Kazakhstan 4205 518 194 12.32 37.45 4.61

Source: сompiled by the author.
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Figure 1. Percentage of male respondents among high- and low-tech entrepreneurs  
in CEE and CIS countries, 2013–2015
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Source: сompiled by the author.

running of one’s own business [Ajzen, 1991, 2011]. Therefore, it is worth analyzing the differences between 
individual perceptions and the perceptions of a country’s business climate by both high-tech and low-tech 
entrepreneurs by referring to the rate of TEA and high-tech ventures. For these and the following analyses, 
I use a one-way ANOVA analysis to statistically check the significance of the differences in the average 
indicators. For each analysis, I present descriptive statistics referring to high-tech venture owners, but I also 
present sample sizes and averages for low-tech entrepreneurs for the purpose of comparison. Tables 2 and 
3 present the results of the analysis of average indicators of the individual perceptions of an entrepreneur. 
It is reflected in the GEM variable INDSUPyy (Individual Perception of Entrepreneurship Index) ranging 
from 0 to 3 points and is the result of a few questions referring to knowing other entrepreneurs, perceiving 
opportunities for business, overcoming the fear of failure, and possessing the appropriate knowledge and 
skills for running a business.
The results of the one-way ANOVA analysis indicate that there are some statistically significant differences 
among countries in terms of the self-assessments of entrepreneurs. The highest is the self-assessment in 
two CIS countries: Russia and Kazakhstan. However, in the case of Russia, a high self-assessment is coupled 
with the lowest TEA score, while in Kazakhstan, it coincides with one of the highest. Also, in Russia the 
difference between self-assessments by high-tech entrepreneurs and low-tech entrepreneurs is the highest. 
On the other hand, in case of Hungary, the self-assessment of entrepreneurs is the lowest for both high-tech 

Figure 2. Percentage of entrepreneurs under 35 years of age in CEE  
and CIS countries, 2013–2015 (%)
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Source: сompiled by the author.
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and low-tech venture owners. Moreover, Hungary is a country where high-tech entrepreneurs have lower 
individual self-assessments than do low-tech entrepreneurs. 
Tables 4 and 5 present the results of the analysis of the perception of the cultural environment, based on the 
GEM variable CULSUPyy (Cultural Support for Entrepreneurship Index). It is ranged from 0 to 3 points 
and based on the results of such questions concerning the preference for equal standards of living in society, 
starting a new business being a desirable career choice, the high social status and respect for those who 
successfully start a new business, and media coverage of stories about successful new businesses. 
The results of cultural perception of entrepreneurship are very similar to results of individual self-assessment 
by entrepreneurs in those countries. The highest score was achieved by Kazakhstan and then Russia, 
although in the second case the result is much lower than in the individual self-assessment and furthermore 
was lower among high-tech entrepreneurs than among low-tech entrepreneurs. That phenomenon might 
be caused by the fact that high-tech entrepreneurs in Russia must overcome greater barriers hindering 
entrepreneurial activity. The lowest scores for cultural assessment were demonstrated by Hungary, then 
Poland, Estonia, and Slovakia. 
Those low results were also confirmed by the low assessment of entrepreneurial framework conditions 
(EFCs) by GEM experts in those countries. However, the low assessment and low scores in terms of cultural 
support does not prevent those countries from achieving strong TEA levels, although in the case of Hungary, 
this might be the result of a low number of high-tech entrepreneurs.
The GEM methodology makes a distinction between opportunity-based and necessity-based 
entrepreneurship. The first type is connected with pursuing opportunities — having a good idea for a 
business and identifying a gap on the market. The second type of entrepreneurship is more or less ‘enforced’ 
by a lack of employment or a lack of skills that prevents one from finding satisfactory employment. There 
is some, albeit fragmented and limited, evidence that high technology ventures are more often based on 
opportunity rather than on necessity (e.g., [Groen et al., 2008; Gruber, Henkel, 2008]). Intuitively we can 
assume that the use of new technologies is associated with pursuing opportunity rather than with being 
pushed into entrepreneurial activity by external circumstances. Figure 3 presents a comparison of the share 
of opportunity-based entrepreneurs within the high-tech and low-tech groups. 
The results confirm our assumptions only to some extent. In some cases, the share of opportunity-based 
entrepreneurs in the high-tech group is higher than it is in the low-tech group. The biggest difference 
in that regard is observed in Poland, but large differences exist also in Hungary, the Czech Republic and 
Kazakhstan. However, for two countries (Russia and Slovakia) the results are contradictory — more 
opportunity entrepreneurs are observed among low-tech ventures than among high-tech ones. This result 
might be explained by two distinct factors. In Russia, the TEA indicator is very low, also the share of high-
tech ventures in the TEA is low. This fact results in a low number of high-tech ventures in general. Therefore, 
for external, mainly economic reasons, using new technologies might not be considered a good choice and 
more entrepreneurs often are ‘pushed’ into using new technologies in order to be competitive on the market. 
In case of Slovakia, the situation is very different: the distribution of opportunity-based and necessity-based 
ventures among these two groups of early entrepreneurs is more due to industry or regional conditions. An 

Тable 2. Descriptive statistics for individual self-assessment by entrepreneurs in CEE  
and CIS countries, 2013–2015

Countries N (high 
tech)

Mean (high tech) N (low tech) Mean (low tech) SD SE 95% CR 
(low tech)

95% CR 
(high tech)

Russia 26 2.38 138 2.09 0.804 0.158 2.06 2.71
Hungary 87 1.69 350 1.75 0.919 0.099 1.49 1.89
Romania 262 1.99 320 1.84 0.835 0.052 1.89 2.09
Poland 124 2.12 325 2.07 0.792 0.071 1.98 2.26
Lithuania 144 1.88 247 1.93 0.960 0.080 1.72 2.03
Latvia 104 2.06 346 1.87 0.857 0.084 1.89 2.22
Estonia 213 2.21 356 2.25 0.815 0.056 2.10 2.32
Czech Republic 122 1.97 227 1.86 0.852 0.077 1.81 2.12
Slovakia 259 1.90 254 1.94 0.848 0.053 1.80 2.00
Kazakhstan 148 2.51 219 2.37 0.742 0.061 2.39 2.63
Total 1489 2.05 2782 1.98 0.865 0.022 2.01 2.09

Source: сompiled by the author.

Тable 3. Results of the one-way ANOVA analysis of individual self-assessment by 
entrepreneurs in CEE and CIS countries, 2013–2015

Sum of squares df Mean square F Sig.
Between groups 63.831 9 7.092 9.985 0.000
Within groups 1050.491 1479 0.710
Total 1114.322 1488

Source: сompiled by the author.
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Sum of squares df Mean square F Sig.
Between groups 63.831 9 7.092 9.985 0.000
Within groups 1050.491 1479 0.710
Total 1114.322 1488

Source: сompiled by the author.

Тable 4. Descriptive statistics for the cultural perception of entrepreneurship in CEE  
and CIS countries, 2013–2015

Countries N (high 
tech)

Mean (high tech) N (low tech) Mean (low tech) SD SE 95% CR 
(low tech)

95% CR 
(high tech)

Russia 24 2.13 159 2.18 0.797 0.163 1.79 2.46
Hungary 96 1.63 389 1.26 0.932 0.095 1.44 1.81
Romania 249 2.11 312 2.04 0.955 0.061 1.99 2.23
Poland 117 1.64 345 1.58 1.070 0.099 1.45 1.84
Lithuania 146 1.84 241 1.73 0.852 0.071 1.70 1.98
Latvia 100 1.86 355 1.77 0.932 0.093 1.68 2.04
Estonia 202 1.61 338 1.60 0.956 0.067 1.48 1.75
Czech Republic
Slovakia 257 1.63 274 1.42 1.011 0.063 1.51 1.75
Kazakhstan 149 2.51 261 2.43 0.827 0.068 2.38 2.64
Total 1340 1.86 2674 1.73 0.990 0.027 1.81 1.92

Source: сompiled by the author.

Low tech companies
High tech companies

Source: сompiled by the author.

Figure 3. Percentage of opportunity-based ventures  
in CEE and CIS countries, 2013–2015

explanation might also be found in the geography of the region and the ease of moving entrepreneurial 
activity to one of the neighboring countries.

Aspirations of high-tech entrepreneurs to grow, innovate and to enter 
international markets
GEM projects also focused on the aspirations of the entrepreneurs. This encompasses three types of 
projections (in the case of nascent entrepreneurs) and assessments (in the case of new business owners): 
the number of jobs that an entrepreneur wants to create over the next five years (and the current number 
of jobs as a point of reference), internationalization (the share of customers from outside of the country) 
and product innovations (the share of customers that consider the product new or unfamiliar). Those three 
types of aspirations contribute to the quality of the venture. Therefore, the central question that should be 
asked is: What are the aspirations of high-tech entrepreneurs in CEE and CIS countries?
The first and probably the most obvious, is the association of new technologies and new products. What is 
especially challenging though is the question of the order in which the process of new product development 
takes place: are new products ‘pushed’ forward by new technologies or are new technologies ‘pulled’ in by 
new products? There is some evidence to support the first thesis [Gupta, Wilemon, 1990]. In accordance with 
the GEM’s methodology, product innovation is measured by the following question: How many (potential) 
customers consider your product new or unfamiliar? (1 — all, 2 — some, 3 — none). Therefore, the higher 
the score, the less innovative the product. The results of the one-way ANOVA analysis are presented in 
Tables 6 and 7.
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Тable 5. Results of the one-way ANOVA analysis for the cultural perception of 
entrepreneurship in CEE and CIS countries, 2013–2015

As expected, in of all the reviewed countries, product innovation is more likely to be introduced by NTBFs 
than other types of businesses. Typically, the difference is around 0.3, although there are some countries 
where it is lower (e.g., Slovakia — 0.15, Czech Republic — 0.16) and countries where it is higher (e.g., Latvia — 
0.41). Therefore, it might be concluded that early entrepreneurs establishing NTBFs in some countries are 
more effective than others in transforming new technologies into new products and services. In the case 
of Slovakia, the low difference between NTBFs and the rest of the ventures might be due to the lower share 
of opportunity-based entrepreneurs in the former group. When it comes to cross-country differences, the 
most innovative country in terms of products is Poland and the least innovative is Kazakhstan.
There is a lot of evidence that new technology-based ventures internationalize faster. Symeonidou, Bruneel 
and Autio [Symeonidou et al., 2017] argue that advances in business process outsourcing and open 
innovation practices have made the choice of technology commercialization and an internationalization 
strategy increasingly relevant for new technology-based ventures. They also found that new ventures using 
IP-based commercialization strategies exhibit higher international intensity after foreign market entry than 
those with hybrid or product-based strategies. Moreover, it was found that NTBFs internationalize faster and 
more often, and they also do so earlier. As Johnson [Johnson, 2004] finds, while traditional start-ups generally 
originate as domestic firms and gradually evolve into multinational enterprises, new technology start-ups 
increasingly begin as already international firms. Therefore, it can be expected that high-tech entrepreneurs 
will be more international than low-tech entrepreneurs. At the same time, there is a lot of evidence provided 
by several authors [Ketkar, Acs, 2011; Chou, 2010; Autio, Acs, 2007] that early internationalization intensity 
is dependent upon cultural, institutional, macroeconomic and socio-demographic variables. Therefore, it 
can be assumed that there will be substantial differences among countries regarding the intensity of the 
internationalization of NTBFs.
The results of the one-way ANOVA analysis concerning the propensity to internationalize are presented in 
Tables 8 and 9. The analysis is based on the variables ‘suexport’ and ‘omexport’ (depending on qualifying 
the respondent as a start-up or owner-manager). Both variables are based on question: What proportion 
of your customers normally live outside the country? (1 — more than 90%, 2 — 76–90%, 3 — 51–75%, 4 — 

Тable 6. Descriptive statistics for product innovation in CEE and CIS countries, 2013-2015

Countries N (high 
tech)

Mean (high tech) N (low tech) Mean (low tech) SD SE 95% CR 
(low tech)

95% CR 
(high tech)

Russia 29 2.31 181 2.64 0.660 0.123 2.06 2.56
Hungary 101 2.31 432 2.62 0.689 0.069 2.17 2.44
Romania 281 2.26 355 2.55 0.785 0.047 2.17 2.36
Poland 148 2.00 421 2.24 0.660 0.054 1.89 2.11
Lithuania 165 2.24 307 2.48 0.717 0.056 2.13 2.35
Latvia 122 2.11 416 2.52 0.702 0.064 1.98 2.23
Estonia 257 2.14 445 2.46 0.744 0.046 2.05 2.24
Czech Republic 141 2.23 262 2.39 0.701 0.059 2.11 2.34
Slovakia 292 2.26 310 2.41 0.683 0.040 2.18 2.34
Kazakhstan 194 2.37 324 2.74 0.687 0.049 2.27 2.46
Total 1730 2.22 3453 2.50 0.719 0.017 2.19 2.25

Source: сompiled by the author.

Тable 7. Results of the one-way ANOVA analysis for product innovation in CEE  
and CIS countries, 2013-2015

Sum of squares df Mean square F Sig.
Between groups 16.366 9 1.818 3.565 0.000
Within groups 877.285 1720 0.510
Total 893.651 1729

Source: сompiled by the author.

Sum of squares df Mean square F Sig.
Between groups 116.744 8 14.593 16.260 0.000
Within groups 1194.536 1331 0.897
Total 1311.281 1339

Source: сompiled by the author.
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26–50%, 5 — 11–25%, 6 — 10% or less, 7 — none). Therefore, the higher the score (mean) the lower the 
internationalization of the venture.
As the data of Tables 8 and 9 show, the differences among the countries are quite substantial. Russia and 
Kazakhstan had the lowest scores. In Russia, most entrepreneurs (both high-tech and low-tech) never 
internationalize. Intermediate internationalization is experienced by Hungary, Poland, Lithuania, Estonia, 
the Czech Republic and Slovakia, and the highest level of internationalization takes place in Romania and 
Latvia. 
The level of early internationalization is due to two major factors: the institutional environment and market 
size. An analysis of data collected by Cahen, Lahiri and Borini [Cahen et al., 2016] through a questionnaire 
survey revealed three important barriers to internationalization: external (institutional) barriers, internal 
(organizational capability) barriers, and human resource barriers. In addition Muralidharan, Pathak, and 
Laplume [Muralidharan et al., 2015] conclude that early internationalization by new technology ventures 
may depend upon specific features of their home countries, such as the institutional environment. Those 
with supportive home country conditions may be more likely to go international in order to gain access 
to new markets. Moreover, their results indicate that a strong regulatory environment and smaller home 
market size both support early internationalization. Interaction results also indicate that in the case of a 
smaller home market, a strong regulatory environment is required for the early internationalization of 
technology entrepreneurs. 
Therefore, the lowest score for Russia might be explained by three factors. First of all, the Russian market 
is the largest of all analyzed countries as the population is the most numerous. Secondly, the structure of 
Russian economy is quite specific with a number of very large companies that tend to concentrate smaller 
companies around them. Lastly, the regulatory environment in Russia does not support internationalization, 
as follows from the assessment of the entrepreneurial ecosystem taken from GEM National Expert Survey 
data, ‘government policies for support and relevance initiatives’ and ‘government policies for taxes and 
bureaucracy’ are assessed at the level of 3 on a scale of 1 to 9.
The countries with the highest intensity of NTBF internationalization are Romania and Latvia. Interestingly, 
those countries also experience also the highest difference between the intensity of internationalization at 
high-tech and low-tech ventures in the early stages of activity. For other countries, the differences are not as 
substantial, with the exception of Poland, where the difference is also about 0.5. Polish low-tech ventures are 
third lowest in the intensity of internationalization among the reviewed countries, but high-tech ventures 
hold fourth place.
The last GEM index of entrepreneurial aspirations is the number of jobs that an entrepreneur wants to 
create in the next five years. There is some evidence that NTBF businesses are growing faster. Almus and 
Nerlinger [Almus, Nerlinger, 1999] prove that NTBFs achieve on average higher growth rates than young 
non-innovative firms. They even argue that for the latter the number of jobs destroyed by closures, etc., is 
greater than the number of new jobs at growing and expanding firms. Moreover, there is evidence that the 
growth of new businesses is dependent upon country and even local characteristics. According to [North, 

Тable 8. Descriptive statistics for internationalization in CEE and CIS countries, 2013-2015

Countries N (high 
tech)

Mean (high tech) N (low tech) Mean (low tech) SD SE 95% CR 
(low tech)

95% CR 
(high tech)

Russia 26 6.58 160 6.68 1.501 0.294 5.97 7.18
Hungary 98 5.51 407 5.65 1.459 0.147 5.22 5.80
Romania 257 5.09 317 5.52 1.818 0.113 4.86 5.31
Poland 146 5.34 405 5.87 1.716 0.142 5.06 5.62
Lithuania 160 5.39 288 5.44 1.602 0.127 5.14 5.64
Latvia 117 5.01 383 5.51 1.827 0.169 4.67 5.34
Estonia 227 5.41 380 5.51 1.925 0.128 5.16 5.67
Czech Republic 137 5.50 250 5.62 1.410 0.120 5.27 5.74
Slovakia 277 5.27 296 5.49 1.446 0.087 5.10 5.45
Kazakhstan 151 5.98 227 6.37 1.426 0.116 5.75 6.21
Total 1596 5.38 3113 5.70 1.672 0.042 5.30 5.47

Source: сompiled by the author.

Тable 9. Results of the one-way ANOVA analysis for internationalization in CEE  
and CIS countries, 2013–2015

Zbierowski P., pp. 50–60

Sum of squares df Mean square F Sig.
Between groups 137.348 9 15.261 5.602 0.000
Within groups 4320.207 1586 2.724
Total 4457.556 1595

Source: сompiled by the author.
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Smallbone, 1995; Storey, 1994] there is a strong correlation between local characteristics and firm growth. 
In terms of country-level influence the most frequently mentioned factors are wage and salary rates, which 
are interpreted as a cost factor preventing the hire of new employees and therefore have a negative influence 
on growth [Rees, Stafford, 1986; Oakey, 1994]. Taking all of the above into consideration, both the positive 
difference between NTBFs and low-tech firms and the variation among countries in terms of job creation 
should be observed. The results of the one-way ANOVA analysis are presented in Tables 10 and 11. The 
variable taken into consideration is the increase in the number of jobs (TEAJOBGR). Outliers of above 300 
new jobs have been excluded from the analysis as being decidely too optimistic or abstract answers. They 
were replaced with the value of 300.
The analysis yielded some surprising results. First of all, as expected, the projected job creation is higher 
for NTBFs than for the rest of early entrepreneurs. There is one exception, Romania, where high-tech 
entrepreneurs declare lower anticipated job creation than their low-tech counterparts. That might be caused 
by the very high share of NTBFs among TEA entrepreneurs, which might limit their growth. Secondly, 
the differences among countries are substantial. Russian early entrepreneurs had the lowest projections 
for growth with no substantial differences between high-tech and low-tech ventures. The highest growth 
aspirations were expressed by NTBF owners from Hungary and Kazakhstan. In those two cases the 
difference between high-tech entrepreneurs and the remaining enterprises was the most substantial. The 
first group declared on average the willingness to create two times as many jobs as the latter. To further 
analyze the growth patterns of NTBFs and other companies, one must focus on rapidly growing businesses, 
where the owners hope to create at least 19 jobs over next five years and increase employment by at least 
50% (Figure 4).
The analysis of rapidly growing NTBFs partially confirms the analysis of average job creation. Again Hungary 
stands out as a country with very high growth potential for high-tech entrepreneurs. Two out of five declare 
that they will create at least 19 new jobs. Again, Romania is the country (along with the Czech Republic) 
with the smallest difference between high-tech and low-tech entrepreneurs in terms of growth potential. 
When analyzing those results, two factors must be taken into consideration: the pattern of NTBF growth 
over time and the external environment. Grilli [Grilli, 2014] draws attention to a number of country-level 
determinants of NTBF growth, for instance, the social and regulatory burdens arising from (honest) firm 
failure, the local nature of the venture capital industry, the “halo and certification” effect of direct public 
subsidies and grants given to NTBFs. Furthermore, as Rizzo, Nicolli and Ramaciotti [Rizzo et al., 2013] 
prove in their research, the process of NTBF growth is even less linear than the process of non-technology-
based venture growth. Therefore, both factors are to be considered when considering the impact of a specific 
environment on NTBF growth and, secondly, when planning activities aimed at supporting the growth  
of NTBFs.

Conclusions – the capacity of NTBFs to contribute to economic and social 
development
The present study provides a diverse and complex picture of the capacity of NTBFs to contribute to economic 
and social growth. To conclude, I will highlight the most important results. First of all, there is great variety 
in the shares of NTBFs in the TEA sample across countries, which range from 13.8% (Russia) to 48.5% 

Тable 10. Descriptive statistics for firm growth in CEE and CIS countries, 2013–2015

Countries N (high 
tech)

Mean (high tech) N (low tech) Mean (low tech) SD SE 95% CR 
(low tech)

95% CR 
(high tech)

Russia 28 5.64 180 5.61 8.786 1.660 2.24 9.05
Hungary 99 17.92 421 9.04 48.050 4.829 8.34 27.50
Romania 279 13.46 350 14.85 33.942 2.032 9.46 17.46
Poland 146 9.26 408 7.57 21.619 1.789 5.72 12.80
Lithuania 163 8.69 303 7.82 26.239 2.055 4.63 12.75
Latvia 120 13.02 412 11.28 34.632 3.161 6.76 19.28
Estonia 254 8.23 441 5.83 25.011 1.569 5.14 11.32
Czech Republic 141 8.59 261 7.70 22.907 1.929 4.77 12.40
Slovakia 288 14.59 306 8.68 41.275 2.432 9.80 19.37
Kazakhstan 194 17.48 321 7.50 49.438 3.549 10.48 24.48
Total 1712 12.21 3403 8.75 34.901 0.844 10.56 13.87

Source: сompiled by the author.

Тable 11. Results of the one-way ANOVA analysis for firm growth in CEE  
and CIS countries, 2013-2015

Sum of squares df Mean square F Sig.
Between groups 21123.384 9 2347.043 1.936 0.043
Within groups 2063012.942 1702 1212.111
Total 2084136.327 1711

Source: сompiled by the author.
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(Slovakia). When considered together with the level of TEA, the effect is doubled and consequently the share 
of early stage (up to 3.5 years of activity) NTBF owners ranges from 0.7% (Russia) to almost 5% (Slovakia, 
Romania and Kazakhstan). That difference alone might have a serious impact on the capacity of high-
tech new ventures to affect economic and social development. Moreover, when combined with the growth 
potential of NTBFs, the impact might even be magnified, as declarations concerning future employment 
also significantly differ. For instance, if the growth projections for the three countries with the highest shares 
of high-tech venture owners in society (Slovakia, Romania, and Kazakhstan) are met, then NTBFs would 
create jobs for about 60–70% of population over next five years (compared to about 4% in Russia). This, of 
course, is not realistic because such projections are highly overconfident [Navis, Ozbek, 2017; Koellinger 
et al., 2007] and there is also high potential for failure among NTBFs. However, the combination of the 
number of high-tech ventures and their growth aspirations (even if they are only declared) point to huge 
differences in the capacity for job creation among the various CEE and CIS countries.
Another finding concerns the differences in the internationalization of NTBFs between the analyzed 
countries. Clearly willingness to internationalize is dependent upon two factors: the institutional regulatory 
environment and the size of the domestic market. Therefore, entrepreneurs in big CIS countries like Russia 
and Kazakhstan are less inclined to internationalize due to the opportunities available on the domestic 
market. Moreover, in light of research carried out by [Coeurderoy, Murray, 2008], it has to be noted that 
NTBFs embarking on a strategy of rapid internationalization choose foreign markets that minimize 
transaction costs and the related risks of failure. Young entrepreneurial firms choose to enter foreign 
markets that offer better regulatory protection for their intellectual property. This decision is moderated by 
the home country’s regulatory regime.
Although a sample of ten countries is too small to draw definite conclusions, some patterns are discernible. 
For instance, countries with high TEA rates also have a high share of opportunity-based entrepreneurship. 
This, for example, is clearly visible in Baltic countries. At the same time, there are some expectations that 
were contradicted by our data. For instance, opportunity-based entrepreneurship should result in higher 
product innovation, but that effect was not observed. Countries with the highest share of opportunity 
entrepreneurs (Czech Republic, Lithuania, Latvia, and Estonia) are only average in product innovation. 
Another missing relationship is the one expected between the individual self-assessment and/or cultural 
perception of entrepreneurship and the TEA rate and the share of opportunity-based entrepreneurship. In 
CIS countries, the self-assessment by early entrepreneurs was very high, but it does not result in high TEA 
or opportunity-based entrepreneurship. On the other hand, countries with a low cultural perception of 
entrepreneurship (Poland, Hungary, Slovakia, and Estonia) enjoy rather satisfactory TEA rates.
The study contributes to forecasting the future effects of NTBFs on the economies of CEE and CIS countries, 
however, there are some limitations. First of all, the sample was not chosen specifically for this study. Even 
though the Global Entrepreneurship Monitor is robust, it captures only ventures using new technologies, 
therefore we cannot be sure that those are actually high technologies. Moreover, the assessment of the 
novelty of a given technology was based on an assessment by the entrepreneurs themselves, so we might 
expect some bias in that regard. Secondly, the data on aspirations for growth, internationalization, and 
innovation are simply the projections of the entrepreneurs, so again, some bias is expected. Finally, the 
relationships presented in the paper might be strongly influenced by external factors and sample pooling 
might even magnify that impact. Taking all these limitations into consideration, the patterns presented in 
the paper remain significant for forecasting this future socioeconomic development of the studied countries.

The research was partly carried out within research project 2014/13/B/HS4/01618 funded by National Science Center, 
Poland.

Low tech companies
High tech companies

Source: сompiled by the author.

Figure 4. The share of rapidly growing ventures in CEE and CIS countries, 2013–2015
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Abstract

It is widely acknowledged that R&D- based start-ups 
play a significant role in the economic growth of many 
countries. However, founding such an enterprise is a 

risky endeavor, one that requires a balance between the 
technological search process and business capabilities. 
Most of the time these varied skills are found among 
several different people. The task becomes more difficult 
for recent engineering school graduates who are neither 
scientists nor business people. Therefore, it is critical for 
these new techno-entrepreneurs to conscientiously work 
on building relationships with stakeholders through whom 
they might access scientific knowledge on one hand and 
commercial knowledge on the other.

The paper explores the process of building relationships 
with stakeholders based on evidence from Turkish 
companies. It begins with a review of the literature, 
presenting the different theories concerning relationships 
with stakeholders as far as entrepreneurship is concerned. 
Then, it presents the methodology, coding and analysis 
of in-depth interviews with the founders of R&D-based 
start-ups. The case profiles are considered with a focus on 
the following issues: the counterbalancing of stakeholder 
power, learning by the entrepreneur as a by-product 
of interactions with stakeholders, and the earning of 

Keywords: technological entrepreneurship; stakeholder 
relationships; challenger stakeholder; supporter 
stakeholder; causation logic; effectuation logic; R&D-based 
startups; Turkey. 

a reputation through ethical and passionate business 
practices. Building upon these preliminary findings, the 
author draws three main propositions that could be the 
subject of further research.

The main finding of this paper is that there are two 
opposing forces affecting the development of an R&D 

-based start-up— challenger and supporter stakeholders. 
However, a stakeholder who was once a supporter could 
turn into a challenger or vice versa. The entrepreneur 
could benefit from the counterbalancing effect of these 
forces. Two major stakeholder groups emerged at the 
initial stage of the business: the family members and the 
state’s grant-monitoring officers. Then, the ethical and 
passionate conduct of business by these start-ups could 
become a factor drawing third parties in, to become 
stakeholders of these start-ups. The nature and impact of 
these relationships should be researched further. Such an 
analysis allows one to understand how R&D-based start-
ups are established and what kind of problems they face 
when turning (hopefully) into large corporations. On 
such a basis, this could help governments develop more 
suitable support programs that would benefit and expand 
the opportunities available to the founders of new R&D-
based firms.
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In many countries, governments consider R&D-based start-ups significant contributors to economic growth 
[Scottish Executive, 2001; OECD, 2003]. Given this role, one must analyze the experiences of these entities 
in order to understand how they are established and the problems they face as they turn (hopefully) into 

large corporations. Such an analysis could help governments develop more suitable support programs and open 
opportunities for new R&D-based firms. Furthermore, these firms intend to launch R&D-based products on 
the market and therefore face uncertainty in two distinct areas: one is research and development [Julien, 1995] 
and the other is commercialization [Gans, Stern, 2003]. 
In such a precarious environment, these start-ups need all the support they can get. Stakeholders are critical at 
this point because they are the providers of such resources. Thus, the founders of an R&D-based start-up need 
to make deliberate efforts at turning third parties into stakeholders [Sarasvathy, Venkatamaran, 2011]. Sarasvathy 
and Venkatamaran assert: ‘Almost the entirety of social network research takes networks mostly as a given and 
outside the control of human action’ [Sarasvathy, Venkatamaran, 2011, p. 126]. Yet as negotiation research 
has demonstrated, it is not easy for people to reach mutually beneficial agreements [Bazerman, Neale, 1992]. 
Building a cohesive and committed relationship relies on an endogenous process of continuous interactions 
between the parties [Lawler, Yoon, 1996; Thompson et al., 2000]. 
Turkey as a developing country serves as an interesting case to illustrate the experiences of R&D-based start-
ups. Since 2010, the Turkish government has provided an increasing amount of seed funding to university 
graduates who intend to establish a start-up with the goal of developing a high-tech, R&D-based product and 
commercializing it [MSIT, 2014]. The name of this program is ‘Techno-Entrepreneurship’. However, to the 
best of our knowledge, as of 2016, no qualitative research on the experiences of these techno-entrepreneurs 
has been published. 
The topic of the present research concerns how entrepreneurs build relationships with third parties as the 
potential stakeholders of an R&D-based start-up. In section one; we begin with a literature review, presenting 
the different theories on stakeholder relationships as far as entrepreneurship is concerned. Section two presents 
our methodology, coding, and analysis based on the justified use of a qualitative approach. Section three 
contains our case profiles, while section four provides an analysis of the following themes: the counterbalancing 
of stakeholder power, learning by the entrepreneur as a by-product of stakeholder interactions, and earning 
one’s reputation through ethical and passionate business practices. Building upon these preliminary findings, 
section five, draws three main hypotheses that could be the subject of further research, and section six presents 
the article’s conclusions.

Literature Review
The establishment of an R&D-based start-up is a risky endeavor that requires a balance between the technological 
search process and business capabilities. Not only must an entrepreneur focus on R&D activities to create a 
feasible product, but he/she must also create a commercially viable and sustainable organization. Most of the 
time, R&D capabilities and business capabilities are found among a variety of different individuals [Daniels, 
Hofer, 1993]. The task becomes more difficult for recent engineering graduates who are neither scientists nor 
business people. Therefore, it is critical for these new techno-entrepreneurs (those who set up a business based 
on R&D) to develop strong relationships with stakeholders through which they can access both scientific 
knowledge and commercial know-how.
The resource dependence theory states that an organization is dependent upon accessible resources in its 
environment for its survival [Pfeffer, Salancık, 1978]. The extent of this dependence is directly proportional 
to the significance of a particular resource for the organization. Investors, those who control the resources,  
determine the subject of investment [Frooman, 1999; Pfeffer, Salancik, 1978]. In the case of R&D-based 
start-ups, scientific and commercial knowledge are the critical resources they need. Thus, the owners of such 
resources are the people that the entrepreneur must reach and involve in the initial stages of founding an 
enterprise.
Stemming partly from the resource dependence theory, the stakeholder theory defines stakeholders as “any 
group or individual who can affect or is affected by the achievement of an organization’s objectives” [Freeman, 
1984, p. 46]. The stakeholder theory states that the salience of stakeholders depends on three main concepts power, 
legitimacy, and urgency. The power of a stakeholder emerges from the dependence of a firm on stakeholders 
for resources [Mitchell et al., 1997]. As the dependence of the organization on the resource increases, the power 
of the stakeholder on the organization also grows [Frooman, 1999]. The legitimacy of a stakeholder has to do 
with the negotiating relationship between the stakeholder and the start-up’s managers. Those who have a claim 
on the start-up have legitimacy. Most of the time, power is assumed to be coupled with legitimacy, yet, not 
every legitimate stakeholder has power or influence such as the case of ‘minority shareholders’. The opposite 
also holds, illegitimate stakeholders could have great power as in the case of ‘corporate raiders’. Urgency is 
defined as “the degree to which stakeholder claims call for immediate attention” [Mitchell et al., 1997, p. 867]. 
When legitimacy and urgency coincide, the need for being heard by decision-makers increases. When power 
and urgency are simultaneously present, the stakeholder takes action. When power, legitimacy and urgency all 
coincide, both parties acknowledge the situation and take action in a reciprocal manner. 
As these theories were mainly conceptualized for existing firms, not start-ups, they fall short of identifying 
who should be the stakeholders of start-ups. The theory of effectuation proposed by Sarasvathy [Sarasvathy, 
2001] was developed to explain entrepreneurship, but lacks an explanation regarding the relationships with 
stakeholders. There is a void in the literature on how stakeholder relationships are formed at the time of 
establishing a start-up, particularly when the start-up actively pursues R&D.
Steyaert [Steyaert, 1997] claims that in order to comprehend entrepreneurship as a process, one has to study 
‘stories’ of start-ups because they are context-dependent. The local conditions exert forces that shape the 
behavior of entrepreneurs. Thus, in this work, we chose to take a qualitative approach and collect local stories 
of R&D-based start-ups in Ankara, Turkey.
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When a firm is in the process of being created, stakeholder relationships are already forming. As a result, 
entrepreneurs choose the stakeholders with whom they want to build such connections. The relationships 
they would invest in would be those with investors who would  help them realize their start-up [Sarasvathy, 
2001]. For instance, a recent engineering graduate, who wants to turn his class project into a commercial 
product most likely knows what knowledge he lacks but does not know where to find sources of knowledge 
and support. Furthermore, if he approaches a professor, will the professor spare his precious time on this 
project? Assuming he somehow comes up with a technologically feasible prototype, who should he ask for help 
when it is time to market the product, set up an enterprise, and finance the venture? 

Methodology
Evers et al. [Evers et al., 2012, p. 55] note: “the CEO/founder entrepreneur is the key decision maker for driving 
the companies forward from inception and leveraging their stakeholder relationships”. Moving from this 
finding, in this study we conducted in-depth interviews with the founders of R&D-based start-ups.  In order to 
reach R&D-based start-ups, we used a list of start-ups that participated in a project fair organized by the Ankara 
Development Agency in 2012. A common feature of these start-ups is that they were all founded in 2011 upon 
receiving seed capital of 100.000 TL1 from the Turkish Ministry of Science, Industry and Technology on the 
condition that they engage in R&D. We considered only those start-ups in the manufacturing sector so that we 
could have some common ground in the sample. Thus, we used criterion sampling [Patton, 2002]. The criterion 
was that the manufacturing sector start-ups that attended the project fair of the Ankara Development Agency 
in 2012. The attendees of the project fair were announced on a list containing the names and contact details 
of the entrepreneurs, the industry and some information about the product they intended to promote at the 
fair. One downside of using such a list is that not all entrepreneurs who received the techno-entrepreneurship 
grant from the Ministry of Science, Industry and Technology attended this fair. Therefore, there might be a 
bias towards those who were able to successfully develop a prototype in the year following the receipt of this 
grant. However, since there was no other way to obtain the contact information of these techno-entrepreneurs, 
we had to deal with what information was publicly available. Between the months of June and August 2015, we 
contacted 12 different entrepreneurs in the manufacturing sector to conduct in-depth interviews. Since our 
aim was to explore the period of developing stakeholder relationships, and to avoid generalizing the findings, 
a small number of cases could be used to derive rich and meaningful information [Coviello, Jones, 2004]. 
According to Patton [Patton, 2002, p. 245]: “The validity, meaningfulness, insights generated from a qualitative 
inquiry have to do more with the information richness or the cases selected and the observational (analytical) 
capabilities of the researcher than with the sample size”. Thus, we picked three cases for this study as they were 
the most rich and illustrative. 

Coding and Analysis
Our work is built upon the principles of grounded theory, which was developed using inductive methods 
based on information gathered over the course of social research [Strauss, Curbin, 1990]. According to this 
theory, the research questions of the study are considered preliminary and are expected to change as findings 
are uncovered. Given that before conducting the research, the researcher observes only the outcome of what 
has taken place, he or she does not know how the processes unfolded. Therefore, the research questions take 
shape as the researcher learns the whole story from the perspective of the study subjects [Maxwell, 1996].  
A guiding principle of grounded theory is constant comparison, which means the components of the theory 
are developed and refined throughout the study. As concepts emerge, they are compared with new data and 
refined until saturation takes place. In this study, the data was collected using semi-structured and open-ended 
interviews with founding entrepreneurs [Eriksson, Kovalainen, 2008]. The interviews were conducted at the 
interviewee’s premises and yielded visual data on the work environment of the entrepreneurs. Voice recordings 
were transcribed as soon as possible after the interviews and reviewed for any errors by the researcher. Coding 
was performed using QDAMiner Lite software. 

Trustworthiness
After each case was written, they were sent to the entrepreneurs or founding partners, who reviewed them 
for accuracy. In one case, the entrepreneur provided some supplemental information. All three approved our 
unbiased approach. To provide investigator triangulation, two evaluators reviewed the material in each case. 
This approach allowed us to compare and contrast independent judgements and interpretations concerning 
the content of the material. 

Case Profiles
Firm A was founded by a chemistry major from a private university in Ankara in 2012. This was the founder’s 
second start-up. In 2011, the founder received the techno-entrepreneurship grant and set up a lab in his 
family’s summer house in the Kazan district outside of Ankara. After working for three months with a single 
employee, a university classmate, they were able to develop the prototype. Yet, they could not complete all the 
tests required for the project. One of the tests was not applicable to the materials they were using. For another 
test, there was not enough time to apply to the Turkish Standards Institute (TSI), so instead of TSI testing, the 
entrepreneur developed his own test for the prototype with the help of a friend. However, the academic monitor 
appointed by the ministry required word-for-word compliance with the project guidelines and finding that  
a test was missing, reported this violation to the ministry. As such, the activities of the firm were suspended. 
In 2012, after meeting his employee’s boyfriend at a barbeque party and learning that his area of PhD research 
was laser technology, he asked if it was possible to develop a new laser hair removal device. Upon receiving 

1 100,000 TL was about 48,000 euro and $65,000 in 2010 as per the Turkish Central Bank exchange rates.
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an enthusiastic ‘yes’, the founder and his new partner began working on this project, applied for the techno-
entrepreneurship grant and received it one more time. The founder had high hopes for this product because 
the founder’s aunt was running a beauty parlor and the founder knew laser hair removal devices on the 
market often burned the skin along with the hair, so a device that would not harm the user’s complexion had 
a high chance of success on the market. While developing the laser hair removal device, the founder and his 
partner published two articles in a medical journal and received one patent. However, they ran out of cash and 
applied for a subsidy from the Scientific and Research Council of Turkey (TUBITAK) in 2013. Although their 
subsidy was approved in March, the money was delayed for eight months and did not arrive until September. 
Meanwhile the founder asked for help from his parents and they mortgaged their flat, which financed the firm 
in the interim period. Two days before the flat was to be sold, the cash they expected from TUBITAK arrived, 
which saved the apartment. 
As of July 2015, the firm had nine employees, held a patent with two more applications pending. The firm had 
received support from an angel investor in return for 30% of the firm’s shares. With the new investment, the 
firm’s current goal is to launch the product on the domestic and two foreign markets.
Firm B has two partners, E.Ç and H.K. Both majored in mechanical engineering and met in 2003 when they 
were working on the design and development of a solar-powered car. By September 2010, they had applied for 
the techno-entrepreneurship grant for two different business ideas and had also accumulated work experience 
throughout this period. Having won R&D grants for both business ideas, they first started out with two firms 
aimed at the same markets, municipalities that in the end were not prepared to buy their products. They 
therefore halted both projects and set up a design-based manufacturing firm as they saw a market in this area. 
Previously one of the partners, H.K., had worked with an Austrian firm and was still in contact with it. Upon 
a request from that firm, they created their first custom-made chandelier, which was installed on a U.S.-based 
intercontinental cruise line. The cruise-line, which was a client of the Austrian firm, was delighted with the 
product. This encouraged more orders and given that they only had a 44-square-meter office at a technopark, 
the founders soon felt they needed a larger space to begin manufacturing work in addition to design. In 
addition to the office, they decided to rent a four story-building with 800 square meters of closed space and 
100 square meters of open area in the Organized Industrial Region in Ankara (OSTIM)2. On the ground floor 
manufacturing took place, the first floor hosted the office space, mechatronics works, and a dormitory. The 
basement and the second floor were allocated for storage, assembly lines and testing areas. E.Ç. explained 
the need for a dormitory: ‘We get exhausted from work… Lose track of time… Need to look at the calendar 
to know which day it is, but I certainly know that in seven days this chandelier needs to be manufactured, 
assembled, installed, shipped, etc. … For the past year, I have literally lived in this place.’ 
All of their sales were exported and they have not sold a single product on the domestic market. Their products 
are unique because they are custom-designed and manufactured per the wishes of the customer. They have 
local and international suppliers including those from: Egypt, Slovakia, the U.S., China, and Austria. In order 
to decide whether to work with an international supplier or not, they fly to the country, visit the firm, see the 
products and then make their decision. Thus, when H.K. leaves home to check out suppliers, he ‘could leave 
for one or two weeks with a single piece of luggage, but may end up spending one to two months with the same 
luggage.’ As of July 2015, the firm had 15 employees. The financial value of the project they have on hand, is the 
highest it has ever been in the company’s entire history.
Firm C was founded by an Electricity and Electronics Engineering major from a private university in Ankara. 
In 2010, while she was a graduate student working on her thesis project under the guidance of a professor, she 
developed a unique product. At the time, this product was not being produced in Turkey. She developed the 
design and wrote an academic paper on it. This paper was submitted to an academic conference in Turkey, 
where it received the award for best student paper. After applying for the techno-entrepreneurship grant and 
receiving what she called ‘free money’, the firm was founded in April 2011 despite strong objections from her 
father. Her father, a civil servant turned entrepreneur disapproved of her efforts at creating a start-up, declaring 
‘you should be a civil servant, entrepreneurship is unbearably difficult, and you will have to sacrifice too much. 
If you take this grant, I will not talk to you’. Her mother also sided with her father. However, her older brother 
supported her, so she started her own venture and her father stopped talking to her. Initially she had no partners 
but her professor, who was the advisor for her thesis project and supported her whole-heartedly. The rector of 
the university also was a professor of hers, and upon hearing of her success in receiving seed funding (among 
all the grant receivers, she was the only grant recipient from her university), the rector offered her a free office 
with all utilities paid. By the time she began working, she had three former classmates looking for employment, 
so she offered them jobs. Together, they developed different versions of the first product. When it was time to 
find customers, they literally started knocking on doors around campus to tell potential customers that ‘they 
were students who had created a product, would they be interested in buying it?’ As they found customers 
and began manufacturing, they also began earning good profits. After deducting expenses and taxes, the 
entrepreneur distributed all earnings equally among her employees, as if they were her partners. However, one 
of her employees left for military service while another decided to become a civil servant and quit the company. 
In the meantime, the entrepreneur finished her master’s degree studies and began a PhD program, both of 
which were focused on electronics. Her professor stood with her at all times. However, the university’s support 
was not as reliable. There were a couple of times that the university administration asked her to leave and she 
started looking for a new place. The university administration either retreated or asked her to change her office 
to another building, which cost her as each time she moved, she had to change her legal address. As a result of 
these changes, she bought an office building to be safe in case the university administration decided they could 
no longer host her business. Yet, in her office at the university, with her remaining employee, she worked very 
hard (i.e., there were times when they worked for 20 hours a day). Together they acquired increasing amounts 

2 OSTİM is an organized industrial region in Ankara. Established in 1967, OSTİM accomodates 5,200 SMEs employing 60,000 people 
within an area of 5 million square meters ( http://www.ostim.org.tr/p/5244).
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of business and accumulated sound references. However, after a year or so, to her surprise, the entrepreneur 
found out that this employee had been doing business behind her back. This incident caused the entrepreneur 
so much stress that she developed diabetes. After parting ways with that employee and her dealing with health 
issues, she faced pressure from her father once again, who said: ‘I will not die in peace before I see you working 
as a civil servant’. Thus, she decided to switch career paths and found a teaching job at a state university, but 
could not stand the idea of closing down her firm. As a means of truce with her family, she took on the teaching 
job as a civil servant and made her mother a partner since she could not both own a firm and work as a civil 
servant at the same time. By that time, she had developed sound enough relationships with a manufacturing 
firm that took over her firm’s manufacturing operations, which decreased her dependence on employees. In 
return, she began undertaking R&D projects for that firm. She started to work part-time at the firm along 
with her teaching job. As of 2015, with one pending and one new patent application under review, the firm 
was a partnership with the entrepreneur in charge of R&D. Manufacturing operations were outsourced to a 
50-year-old local firm. As of July 2015, the firm had developed 150 different products and accumulated sound 
references through which new customers were coming to the firm.

Analysis
Entrepreneurs benefit from the counterbalancing power of the stakeholders
The ‘story’ of each start-up is unique but a common point emerging in all is the development of a start-up 
amidst, crudely speaking, two opposing forces. Tables 1–3 present a chronological summary of the milestones 
as these opposing forces take action. The aim here is to see when each stakeholder emerges in the timeline 
and the events defining a stakeholder’s relationship with the entrepreneur. The left-hand column contains 
problematic or “challenger” stakeholders and the right-hand column contains “supporter” stakeholders. The 
numbers follow the chronological order of events that unfolded with each stakeholder. For each case, three 
periods are detected as indicated by period numbers in the column on the far left. A significant event marks 
the end of a period and the beginning of a new one.
On one hand, there are the challenger stakeholders and on the other, there are those who provide support. 
In each case, the challenger stakeholder is a different one, but to alleviate the pressure from the challenger 
stakeholders, the entrepreneur relies upon support from other stakeholders. For example, the entrepreneur 
in Case C had to face her father’s strong opposition after receiving the seed funding. In this first instance of 
pressure from her father, she relies on three other stakeholders: her professor, her older brother and her alma 
mater’s rector. Her professor supported her by saying: “My father did not allow me to start my own business. 
Had I given it a try, I may have been in a very different place. I am a professor now, fine, but you go ahead and 
try. If you fail, you fail, but at least you will know you have tried.” Her older brother supported her and said: 

“Don’t listen to them (our parents), go ahead and found your venture”. The rector of the university she was 
attending at the time also backed her and said: “I will provide a place of your fancy on the university premises, 
free of charge. Utilities will also be paid by the university.” 
However, as her business took off and as she went through serious employee-related problems, she developed 
diabetes, upon which the pressure from her father reached its peak. This time, her father said: “I will not die in 
peace if I do not see you working as a civil servant before I die”. She believed her father wanted to protect her 
from the harshness of the entrepreneurial world, so partly yielding, she found a job at a state university and 
outsourced her manufacturing operations to a local subcontractor. From then on she engaged only in R&D 
work, both for her own venture and for the local subcontractor. However, unable to contemplate closing down 
her business, she re-registered her company with her mother as the legal owner. In this second instance of 
pressure from her father, she emphasized the critical role played by the emotional support from her husband 
and the knowledge support from her professor.

Тable 1. A structured summary of the case profile as far as the process of building relationships with 
stakeholders is concerned: Case A

Period Challenger Stakeholder Supporter Stakeholder
I 5. Technical performance monitor, 

appointed by the ministry to provide 
technical control over the project, expects 
full compliance with the predefined tasks 
of the R&D project proposal, which turn 
out to be unattainable due to technical 
reasons.

7. Ministry suspends the project.

1. Professional former banker teaches the entrepreneur how to prepare a project proposal.
2. Ministry provides seed funding.
3. A friend from university becomes the entrepreneur’s first employee.
4. Parents let the entrepreneur use their summer house as a laboratory to develop the 

prototype.
6. The project performance monitor from the ministry defends the entrepreneur 

concerning the negative report of the technical monitor.
Major event The entrepreneur develops another idea, receives another state grant, and launches his second venture.
II 9. State funding arrives after a delay of 

eight months. Entrepreneur has serious 
cash management problems in this 
interim period..

13. Personnel management issues arise.

8. New (current) partner joins the firm, bringing the necessary knowledge and extra 
financing.

10. An accountant provides key financial information and prevents bankruptcy.
11. Family apartment is mortgaged to finance the venture until the promised state funds 

arrive.
12. Second group of progress monitoring staff for state funding provides practical 

information on where to purchase materials at affordable prices.
Major event A new product is developed, a patent is granted, another patent application is pending.
III 15. The investment negotiations take longer 

than expected.
14. Business angel agrees to invest in the firm.
16. One of the partners in the business angel investment firm is interested in whether or 

not they can survive this period.
Source: compiled by the author.
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Тable 3. A structured summary of the case profile as far as the process of building relationships  
with stakeholders is concerned: Case C

Period Challenger Stakeholder Supporter Stakeholder
I 2. Father strongly opposes the entrepreneur’s 

idea of establishing a venture.
1. Ministry provides seed funding.
3. Older brother, her boyfriend and a professor provide emotional support.
4. Professor from her alma mater provides knowledge support.
5. University’s rector provides incubator conditions.

Major event Another state grant is received, which is used to hire some former classmates as employees.
II 9. Some of the employees leave, one participates 

in shady dealings with another company using 
the assets of the entrepreneur. 

10. Customers’ receivable collection takes time 
and is sometimes impossible.

12. Father pressures the entrepreneur to shut 
down her business entirely.

6. New employees contribute to growing manufacturing operations.
7. University still provides incubation (free space and utilities).
8. Professor and boyfriend still provide emotional support.
11. New customers are found through connections made during a workshop for 
female entrepreneurs.

Major event The entrepreneur develops diabetes, finds a job as a civil servant, but continues work with her start-up.
III 13. Father still objects to the start-up. 14. Mother becomes a legal partner; the entrepreneur’s commercial success changes 

her father’s attitude towards the venture, though he never admits it.
15. Husband takes over night-time installations.
16. The professor and the husband continue to provide psychological support.
17. Professor continues to act as a source of knowledge and know-how.
18. Local subcontractor takes over manufacturing.
19. Customers’ references bring in new orders and clients.

Source: compiled by the author.

Another example of balancing the influence of stakeholders is illustrated in Case A. Over the course of 
developing the prototype promised to the ministry, the start-up in Case A faced a very negative performance 
assessment report written by the academician who monitors their performance from a technical point of 
view. The author of the report expected full compliance with the pre-specified criteria outlined in the project 
proposal. However, as the research progressed, the entrepreneur found that those tests were not applicable to 
the materials they used in the project. The progress monitor was not satisfied with this explanation and filed a 
negative report with the ministry. Yet, a bureaucrat monitoring the project’s progress at the ministry defended 
their progress at an assessment meeting and helped to mitigate the punishment imposed on the company, 
which was the ‘suspension of payment for the project until a prototype was completed’. In this case, the start-
up survived pressure from the ministry due to help from a ministry official. In the second period, the same 
entrepreneur set up another start-up and endured a major financial crisis given that the expected state grant 
was delayed for eight months. Although this pressure from the state was not an intentional, the urgency of 
the matter exerted enough pressure on the entrepreneur that he was forced to resort to the support of two major 
stakeholders. Following the advice of a financial advisor and relying on cash generated by the mortgage on the 
founding partner’s family apartment, the start-up survived this period. This story is a good case supporting the 
stakeholder theory [Mitchell et al., 1997], where power, legitimacy and urgency are all in play.
Each start-up developed relationships with different stakeholders according to the needs of the firm at a particular 
time. Of particular interest are the changes in a stakeholder’s position, from challenger to supporter or vice versa, 
depending on what they expected of the firm. Case B is a good example of a start-up that adapted to the pressing 
circumstances at the initial stages of founding a business, who radically changed the business and  stakeholders. 
At the time of the establishment of the firm in case B, the monopsony of the municipality exerted too many 
challenges to overcome. Once the start-up successfully developed the prototype they promised to the ministry, 
over that first year, the ministry’s progress monitor helped the entrepreneurs in such a way that E.Ç., one of 
the founding entrepreneurs, expressed his gratitude and said: ‘I would carry him on my back’. However, in the 

Тable 2. A structured summary of the case profile as far as the process of building relationships  
with stakeholders is concerned: Case B 

Period Challenger Stakeholder Supporter Stakeholder
I 4. Potential customer of the prototype is the 

municipality, a monopsony arises, a situation in 
which there is only one buyer, who, in the end, does 
not buy the product.

1. Ministry provides seed funding.
2. Performance monitoring staff of the ministry eases bureaucratic procedures.
3. The partners divide the work of running their enterprise: E.Ç. undertakes 

paperwork, H.K. carries out engineering work.
Major event Partners change their business idea to one where their customer is ready.
II 5. Foreign customer orders a custom design product 

as imagined by the end-user.
6. Foreign customer orders a product.
7. Local suppliers act as sources of knowledge. 
8. International suppliers provide high-quality materials.
9. Accountant helps decipher legal documents.

Major event A manager joins the team.
III 13. Foreign customer is the ONLY customer and the 

start-up cannot afford to lose it, grows increasingly 
dependent upon this customer.

14. Employees do not comply with workplace safety 
standards.

10. Foreign customer brings in increasing amounts of business from all over the 
world. 

11. Employees work overtime.
12. New manager reduces costs by cutting waste, improving inventory 

management and employee morale. 
Source: compiled by the author.



2017      Vol. 11  No 3 FORESIGHT AND STI GOVERNANCE 67

end, the municipality that was the founders’ only client, chose not to buy their product. This situation forced 
the partners to act and accept an order from a foreign firm they had previously known. This firm’s sustained 
demand gave life blood to the start-up. However, as time progressed, the company became dependent on this 
single client, which posed enormous challenges. E.Ç. said: “Our customer is a 200-year-old firm in Austria… 
to this day, we have never marketed anything. The firm in Austria is a team for us... We cannot do this business 
without this Austrian firm”. Thus, this stakeholder who initially helped breathe life into the venture became a 
trap. As Schlange [Schlange, 2009] indicates, this is a case of a stakeholder relationship changing as the venture 
grows. The power of this single stakeholder stems from the fact that if this customer stopped its orders, then 
the firm would have no other customer to turn to. Thus, it has considerable influence over the start-up and 
this stakeholder’s power is counterbalanced and somewhat offset by the support from the firm’s three other 
stakeholders: local suppliers, employees, and international suppliers. Local suppliers provide knowledge and 
the international suppliers provide high-quality materials and components for the custom-made products. 
Finally, the employees play a key role by working overtime to meet shipment deadlines. The evolution of this 
start-up also makes a case for the dynamic capabilities theory, which states that in order to meet the demands 
of dynamic marketplaces, firms need to develop capabilities to acquire resources and learn new ways to deploy 
those resources to meet the demands of the market [Zahra et al., 2006]. Dynamic capabilities are defined as 

“the capacity of an organization to purposely create, extend and modify its resource base” [Helfat et al., 2007,  
p. 4]. The change of the business in case B from one with no market to one with a client willing to place orders 
(indicating a potential market) is certainly an example of the deliberate reorientation of a firm towards the 
actual needs of the market. 
In case A, after going through a number of periods of financial turmoil, eventually resorting to a business 
angel’s investment in return for 30% of the firm, this entrepreneur’s actions are also an example of ‘deliberate 
resource base extension’. Thus, these cases indicate that these entrepreneurs, were able to read the market and 
determine the needs of the start-ups before finding the relevant resources and new stakeholders, who could 
provide them. 

Learning emerges as a by-product of stakeholder relationships
The entrepreneurs’ approach to learning could be summarized in this one instance. One day, the founding 
entrepreneur’s partner in case A showed him an old photo and said: ‘Look, we are still not rich’. He objected 
by saying: ‘On the contrary, we are awfully rich, we have learned so much. We did not know any of what 
we now know’. The interactions with stakeholders create opportunities for learning. For the entrepreneurs 
in case  B, designing somebody’s dream chandelier requires both creativity and technical problem solving, 
which is unique to every customer order. Therefore, in order to solve a different problem each time, they first 
start out with their own solution, then turn to local suppliers to refine the technical details of the complete 
manufacturing processes. E.Ç. said: “When we founded the firm, we were located in a technopark, but in time, 
we opened up a place in OSTİM. Being located in OSTİM is the best thing when you need help with anything, 
for instance, welding. At the university, I had learned about welding in one chapter but here, there are people 
who have been welding for 30 years. We go and ask for their opinion and they say, “if I did not like you, I would 
not help” but then they do. … In return, we help that person choose the type of computer he needs to buy for 
his son… For us this is a trivial thing”. For the entrepreneur in Case C, her knowledge source was her professor. 
She said: “My professor was always there for me even when he was exhausted from work. When I ask for help, 
he drops everything else. This person is also a dean, so he has administrative work in addition to academic 
work, but still he helps me. He does not even expect anything in return.” As we can see from these two cases, 
the interaction between the stakeholders and the entrepreneurs gives the latter access to detailed knowledge 
on rather specific topics. 
While having supportive stakeholders who are willing to share their knowledge with the entrepreneurs is  
a critical element, these entrepreneurs need to learn quite a lot on their own as well. For instance, the entrepreneur 
in case C said: “Whenever I asked for help from my accountant, he would say you can find this out on your 
own, so I had to learn. Sure, he gave some guidance, but I learned tax and social security procedures, all of 
those, on my own. Now I know enough not to depend on anyone else concerning accounting or legal matters.” 
E.Ç., one of the founding partners in Case B, also said: “We learned tax matters and other legal matters by 
making mistakes. They were not lethal mistakes, thank God… Today we read all the laws and regulations 
related to us…. When we read a paragraph for the eighth time and still do not comprehend it, we will then 
resort to the financial advisor. He does not answer us a couple of times, then, we take the material to him at 
night and tell him that if he does not read the material, we will find another financial advisor. Then he reads and 
advises”. These issues of ‘learning by doing’ have to do with investing time, but there are other instances where 
investing time is certainly not enough, these are examples of when ‘people matter’. In both Case A and Case C, 
where university graduates were hired as employees, they were treated as equals by the founding entrepreneurs, 
however, both entrepreneurs remarked that such treatment was inappropriate and they learned this lesson the 
hard way. The founding partner in case A said: “There is nothing technical that cannot be solved, but human 
relations are tough. For instance, we used to distribute bonuses following the closure of a project. We should 
not have done this. Some people worked only for the bonus. … What’s more, they regret their work with you 
in absence of a bonus and say this to your face.” The entrepreneur in Case C, after the backhanded dealings 
of her employee, could not take the matter to court as she had no contract with the employee, who happened 
to be her ‘friend’. After the fact, she said: “Coworkers should be people you can command and they should 
sign a confidentiality agreement and a non-competition agreement when joining the firm”. These instances 
demonstrate that the entrepreneurs benefited from ‘learning by doing’ [Cope, 2005], which consists of lessons 
learned from one’s own mistakes, or lessons learned after encountering and solving problems [Deakins, Freel, 
1998; Young, Sexton, 1997]. Dalley and Hamilton (2000) underline the importance of experience: “It seems 
accepted that there are no shortcuts in the learning process, that surviving various ‘trials by fire’ is almost a rite 
of passage, and that there can never be any substitute for experience” [Dalley, Hamilton, 2000, p. 55].
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Learning is such a key part of their venture that these entrepreneurs seek willingness to learn in their 
stakeholders, for instance, their employees. The founding partner in Case A said: “...when we are recruiting, we 
try to see if this person is curious, if they want to learn. For instance, recently we recruited a university graduate, 
whom we found through his website where he exhibited a quadcopter he made completely on his own. We 
were so excited to find such a person. He was eager to work with us. Then my partner assigned him a project 
to assess his abilities. This person could not do the project and was discouraged right away. Even though we 
tried to talk to him and make him stay with us, he went back to Adıyaman (his hometown). This taught us 
we should not push people too far … What we care about is the employee’s interest in problem solving… We 
pose a problem to him. If he is interested on his own, that is what we are after.” A similar approach towards 
employees is also present in case B where E.Ç said: “We encourage our employees to further their education, 
by either helping them with their homework assignments or tutoring them on some of their class material.” 
These instances indicate that they seek ‘curiosity’ and ‘willingness to work hard to learn’ in their employees. Yet 
as these entrepreneurs are not experienced in ‘people management,’ they learn from their own mistakes, they 
learn how to better manage the employees. As E.Ç. in case B said: “Sometimes you may need to argue with your 
own staff to make them wear safety glasses. We do not want anything bad to happen to the people we work 
with. Money is earned and lost, but you have to keep the team going.” 
Learning also takes place as incidents unfold with customers and suppliers. The entrepreneur in Case C said: 

“There are so many people from whom I still cannot collect my receivables. … For instance, one day before my 
wedding, I delivered a product to a customer and did not ask for payment then. Later, when I asked for the 
payment, the customer said, ‘You should not have delivered the product without receiving the payment,’ and 
this was supposed to be a lesson to me. He has not paid to this day… Today, I still deliver my products and still 
do not insist on immediate payment, but at least I make them sign a paper saying they received the items”. The 
founding partner in Case A said: “Previously, we were rather naïve, but now all these delays in cash collections 
either from customers or from the state taught us to be extra cautious... Although we signed an agreement with 
a business angel, I am preparing my budget as if that financing will never arrive…” The firm in case B suffered 
from suppliers overcharging it for materials. E.Ç. from case B said: “Let’s say I bought a component from you 
and then I check the price on the market and realize that the market price is a third of what I paid. This happens 
all the time. Even the people you trust can do this once you stop price scanning.” 
In the literature, these experiences are referred to as the “affective” mode of learning, which is a personally 
experienced type of learning. The “affective mode of learning finds expression through ‘being there,’ through 
immersion in an experience” [Postle, 1993, p. 33]. The different learning schemes of the entrepreneurs are 
summed up in the words of Gibb (1997) as: “The predominant contextual learning mode in this environment is 
that of...learning from peers; learning by doing; learning from feedback from customers and suppliers; learning 
by copying; learning by experiment; learning by problem solving and opportunity taking; and learning from 
making mistakes” [Gibb, 1997, p. 19].

One’s reputation is earned through ethical and passionate business practices
Some of the entrepreneurs’ business practices helped them gain a good reputation in the eyes of their stakeholders, 
particularly customers. The entrepreneur in case C emphasized the contribution of ethical business practices 
to her firm’s reputation: “.. a customer comes asking for the development of a product. If we find the product 
on the market, we refer the customer to that firm. Most people do not behave in this way. They purchase the 
item and resell it to the customer. However, our behavior leaves an impression of a ‘trustworthy’ firm and this 
always has a positive return”. The entrepreneurs in case B recall the first time they shipped their first order of  
32 chandeliers abroad. While expecting the ‘appreciation of their work’ from the end-user, they received the 
news that all of the chandeliers were damaged during the shipment. Therefore, they had all of the products 
shipped back, fixed them one by one, and this time carefully packaged them for a safe trip. Eventually, the end-
user was happy with the result and their behavior proved their ‘trustworthiness’ in the eyes of their customer. 
The literature underlines the significance of ethical business practices: “Personal reputation is an important 
asset, because it reduces uncertainty concerning future behavior by signaling that the individual is trustworthy 
and has the necessary abilities to deal with workplace demands” [Neves, Story, 2015, p. 172].
In his eight years of research on entrepreneurs Sirolli [Sirolli, 2003] concluded that the essential ingredient of 
entrepreneurship is ‘passion’. E.Ç. in Case B said: “Have you ever seen a cat that could ignore playing with a 
ball of yarn? To us that is how a new order is, we like solving problems… I can do any other job, like sweeping 
floors or working in sewage or xeroxing at a bank, but people would think I am a psychopath because when I 
am xeroxing a document, that paper has to be placed perfectly in the machine. …We have a lot of obsessions 
like this. If something does not turn out as it is supposed to, we continue to work on it until we are satisfied… 
We are constantly in search of excellence…” The same passion for new product development is also apparent in 
the entrepreneur in case C who said: “I do not sell an existing product just because there is a market for it. It is 
something that I can sell, but I do not get any joy out of it. I like developing new products.” The entrepreneur in 
case A said: “My partner and I have a notebook in which we write down our business ideas. We like developing 
new things. Our goal in the future is to buy 10-20 acres of land and start an R&D center where people can live 
and work.” The passion to generate new products, meet technological challenges head-on is a common driving 
force found among these three entrepreneurs. 

Discussion
Most research assumes that family will be supportive of a new venture [Brüderl, Preisendörfer, 1998]. Family is 
seen as provider of emotional support in the establishment stage of a venture and a source of tacit knowledge. 
The entrepreneur enjoys trusted feedback from their family members regarding business ideas [Rosenblatt et 
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al., 1985]. As entrepreneurs prefer to discuss their ideas in confidence, they feel secure talking to their family 
members [Greve, Salaf, 2003]. Furthermore, family also often acts as the provider of initial capital [Anderson et 
al., 2005; Greve, Salaf, 2003; Conti et al., 2013]. However, the findings of our work revealed some unexpected 
conclusions. One was the case of family acting as the key provider of critical finance by mortgaging the family 
apartment. This case is in line with the literature [Bygrave et al., 2003], but then there was the case a family 
member acting as the biggest obstacle to the entrepreneur’s start-up. One piece of research [Anderson et al., 
2005] described the case of an entrepreneur who would not let his son work at his firm thinking that it would 
damage his son’s development. Thus, the following could be proposed:
Hypothesis 1: Family members’ strong opposition to an entrepreneur’s start-up efforts could simply arise in order 
to ‘protect’ the entrepreneur from potential harm caused by such a risky endeavor. 
Yet such a proposition merits further research because this specific case could be an idiosyncratic one. First, 
whether or not this is a unique case should be studied and secondly, if this case is not an anomoly, then more 
data should be collected to elucidate the reasons behind such ‘protective’ behavior.
In Turkey, while the state aims to support entrepreneurship, the people who carry out these well-intended 
policies may not be acting in compliance with the state’s final goal. As the above cases illustrate, the performance 
monitoring staff of the state, who are appointed to assess the performance of start-ups, may either pave the way 
for the entrepreneur, clearing the road of bureaucratic obstacles, or may kill a start-up in its infancy for not 
complying with the myriad bureaucratic procedures. Since these people are ‘acting’ stakeholders in the name 
of the state, the entrepreneur needs to adhere to the predefined success criteria of the project expected by the 
state. In the literature, researchers suggest that this inflexible attitude of the state staff might be explained by 

‘causation driven logic’ while the problem-solving and creativity-based approach of the entrepreneurs could be 
classified as effectuation (situational) driven logic [Sarasvathy, 2008]. 
Sarasvathy explains the difference between causal and effectual (situational) thinking by giving the example of 
two chefs [Ibid.]. In the causal case, the chef starts the cooking process by first picking a menu. Then he finds 
the recipes for each item on the menu. Next, he does the necessary shopping for ingredients, arranges the pots 
and pans, and all the relevant other material and finally cooks the meal. The causal process starts with the goal 
and proceeds with consecutive, well-planned steps to achieve the goal. In the effectual case, the chef first checks 
the kitchen to see what ingredients and materials are available. Then he designs the menus based on what he 
has on hand. As a matter of fact, the menu is created along with the meal. The effectual chef starts with what he 
finds in the kitchen, and ‘designs’ possible dishes according to the ingredients on hand. 
Dutta and Thornhill [Dutta, Thornhill, 2014, p. 156] state that entrepreneurs “may become compelled to adopt 
a causation-oriented cognitive logic for the venture under pressure from external investors that expect the 
entrepreneur to provide a detailed, incremental business plan with clearly articulated future scenarios for the 
venture …” In the three cases that were presented in this paper, the pressure from the state was exerted if the 
firms did not follow causal logic and state officials empathized compliance with the prespecified plans that 
were made before the venture was even started. Furthermore, a study based on six years of longitudinal data 
[Honig, Samuelson, 2009] finds no significant positive relationship between business planning and commercial 
performance. Thus, the following proposition could be made based on the cases analyzed here. 
Hypothesis 2: Differences between the mindsets of the state and the entrepreneur, such as those between causal and 
situational logic, prematurely end potentially successful ventures. 
Ethical and passionate business practices are common traits that these three entrepreneurs share. The ethical 
conduct of a business reflects their stance in the business world and they believe this has benefits in the form 
of ‘a good reputation’, which may bring in future stakeholders, i.e., customers. At this point, one wonders, what 
do the customers feel about the ethical practices of a no-name start-up? How would the passionate attitude of 
these entrepreneurs affect their stakeholders? These two questions lead one to propose the following:
Hypothesis 3: Ethical and passionate business practices leave a positive impression on third parties cooperating 
with the start-up, and they may in turn become stakeholders in the future due to the traits they witness before 
investing in the enterprise.

Conclusion
The aim of this paper was to explore the process of building relationships with stakeholders carried out by R&D-
based start-ups established after receiving the techno-entrepreneurship grant in Turkey. To this end, in-depth 
interviews with the founders of three start-ups were conducted and analyzed. When analyzed chronologically, 
the stakeholder formation process exhibited a structure where challenger and supporter stakeholders were 
present at two opposing sides of the start-up where the entrepreneur benefited from the counterbalancing 
effect of these forces. Two major stakeholder groups emerged at the founding stage of the businesses: the family 
members and the state’s grant-handling officers. 
The predominant finding in the literature was the supportive role of the family, however, in one of the cases, 
we found a profound opposing force posed by one of the family members. Is this opposing force of the family 
a unique case or is it representative of a subset of techno-entrepreneurs in Turkey? This should be the subject 
of further study. Secondly, the logic of the state’s techno-entrepreneurship fund monitoring staff seems to be a 
vital factor in the sustainability of the start-ups and the relationships in which entrepreneurs choose to invest. 
Thus, such staff ’s flexibility in understanding the mindsets of the entrepreneurs should be studied further. 
Finally, the ethical and passionate conduct of business by these start-ups could be a factor drawing third parties 
in to become stakeholders of these new firms. Therefore, this too could be the subject of further research.
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Abstract

Despite the government’s efforts to support 
entrepreneurship, the major share of start-
up funding in transitional economies comes 

from the owners’ own funds and ‘‘love capital’’ rather 
than from institutional sources (banks, venture funds, 
etc.). This increases the asymmetry of information 
concerning the capabilities of the emerging businesses for 
potential investors, and thus hinders the development of 
entrepreneurship as a whole.

The paper considers the key determinants affecting 
the decisions made by entrepreneurial start-ups when 
choosing from a number of ways to finance their business 
in transitional economies. An attempt has been made to 
build models for an adequate prediction of the financial 
strategies of early entrepreneurs. A number of hypotheses 
have been put forward to verify external and internal factors 
influencing the financial choices of early entrepreneurs.

Hypotheses were tested on a survey sample of early 
entrepreneurs from seven transitional economies, 
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including Russia. The predictive values of the final models 
proved to be effective in predicting start-ups’ financial 
strategies and in comparing the probability of early 
entrepreneurs borrowing capital.

Our findings confirm that the combinations of 
external and internal financing differ significantly 
depending on the national macroeconomic and social 
context. Given that simple borrowing mechanisms for 
supporting a business can lead to an undesirable tendency 
to avoid formal borrowed funds altogether, such behavior 
can hinder the development of entrepreneurship. The 
obtained results show that pessimistic short-term 
expectations about the conditions for entrepreneurship in 
a region aggravate this problem in Russia. The outcomes 
demonstrate a need to reduce the burden on start-up 
businesses and to improve entrepreneurial aspirations by 
encouraging confidence in a start-up’s future and find the 
optimal proportion of borrowed sources in a business’s 
capital structure.
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Many experts see entrepreneurship as a driver of positive change in a country, and the 
foundation for balanced, sustainable growth of a market economy. In recent decades, 
providing support for entrepreneurship has become a priority for economic policy in 

most countries, especially those undergoing systemic transformation. This applies to Russia and 
other countries — the members of the Commonwealth of Independent States (CIS), and Central and 
Eastern European (CEE) nations.
A developed entrepreneurial sector typically indicates a high level of the national economy and its ability 
to adapt to changing market situations [Beck et al., 2008]. However, the determinants, structure, and 
dynamics of entrepreneurship in the context of economic restructuring and radical macroeconomic 
shifts are quite different from those in advanced economies with strong entrepreneurial traditions, long 
experience, and a stable socioeconomic and political environment.
In Russia, this new model of economic activity has emerged at a much slower rate than in many CEE 
countries, given the complete lack of relevant experience and theoretical knowledge. Conversely, in 
Hungary and Poland, a sufficiently strong private sector (which existed even before the beginning of the 
transitional period) served as a basis for the development of small and medium enterprises (SME).
Enterprise surveys conducted by the World Bank (World Bank Enterprise Surveys, WBES) [Yang et al., 
2013] have revealed that in Russia the emergence of new companies and development of existing ones are 
hindered by three major institutional barriers: a complex taxation system, insufficient access to financial 
resources, and corruption. More than 15% of companies noted the inadequately developed financial 
system as the main hurdle, and, as a consequence, the lack of investment capital, which makes Russia to 
noticeably stand out among the 123 countries covered by the aforementioned survey.
Therefore, access to the necessary financial resources turns out to be among the more relevant issues. 
Numerous studies address it in the context of providing support to large corporations, on the basis 
of conventional corporate funding theories [Klapper et al., 2006; Beck et al., 2008]. Yet, the limited 
availability of investments hinders the development of small entrepreneurship even more, especially at 
the early stages. Over the last ten years, access to formal funding mechanisms has been steadily getting 
more difficult for entrepreneurs at the early stage of their firms’ development. According to Global 
Entrepreneurship Monitor (GEM) data, in 2006 the share of institutional loans was 19% higher than 
that of funds received through informal support. However, already in 2007, the situation had changed 
quite dramatically: only about 40% of the money invested in start-up companies came from official 
sources [Murzacheva, Obraztsova, 2008]. Subsequently, the above negative trends were exacerbated: the 
amount of loans that start-ups in transitional economies received as official investments did grow, but the 
number of entrepreneurs making do with “love capital” grew as well. As a result, the latter’s share in the 
structure of early-stage entrepreneurs’ capital is currently 35–40% greater than the amount of officially 
obtained funds. According to an expert poll conducted in the framework of the GEM, by the beginning 
of 2017, difficult access to official funding became the major hurdle not only hindering the development 
of entrepreneurship in transitional economies, but actually threatening its very survival [GERA, 2017].
The resulting structure of capital available to early-stage entrepreneurs, with the dominating shares of one’s 
own resources and “love capital”, increases the probability of default on the micro- and macroeconomic 
levels and slows down the development of entrepreneurship — despite the officially implemented support 
programs. This is primarily due to the fact that, according to the asymmetric information theory, the 
choice between external and one’s own capital is a qualitative signal that businesses send to financial 
markets. It is particularly important for early-stage entrepreneurship because potential investors do not 
see prospects for its development. 
Accordingly, we have tried to identify factors affecting early-stage entrepreneurs’ choice of funding 
sources, and assess the predictability of such choices. Our analysis was based on a contextual approach 
and took into account the impact of country-specific socioeconomic conditions on the development 
of entrepreneurship in transitional economies. The microdata collected in the framework of the GEM 
project served as the empirical basis of this study.
The subsequent sections present the theoretical foundation of the study; put forward a number of 
hypotheses; describe the databases and empirical techniques; and summarize the results of the analysis, 
with a discussion. The final section formulates our main conclusions, and the applicability of the study 
results in terms of affecting the capital structure of early-stage entrepreneurship.

Theoretical basis and hypotheses
Many researchers [Yang et al., 2012; Chavis et al., 2011; Beck et al., 2008; Aidis, 2005; Levine, 2005; Djankov 
et al., 2002] believe that access to financial resources is the fundamental factor affecting the conditions for 
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and strategy of starting a new business. Depending on the specific national context, this factor can either 
mobilize entrepreneurial activity or, conversely, create barriers hindering the launch of new enterprises. 
Despite the fact that bank-based SME funding formats and micro financing programs alike have been 
actively developing in all transitional economies over recent years, in many cases they still could not meet 
the companies’ demand for resources. In most such countries, including Russia, an entrepreneur’s own 
funds and “love capital” continue to dominate as sources of early-stage support, since they do not require 
economic returns and create fewer problems with confidence and repayment periods [Murzacheva, 2011]. 
Accordingly, by analyzing the specific features of early-stage entrepreneurship in the context of a transitional 
economy, particularly the conditions affecting start-up companies’ choice of support providers, seems to be 
a relevant field of study in terms of increasing the effectiveness of government policies to support SMEs.
Factors affecting new companies’ emergence and growth rates cannot be thoroughly analyzed due to 
the significant uncertainty of these processes, which is caused by a variety of factors. Still, it has been 
established that the success of entrepreneurial activities does depend upon external framework conditions, 
which in turn are affected by the economic, social, political, institutional, spatial, temporal, historical, 
and other contexts [Welter, 2011].
It has been proven that companies’ capital structure and access to external funding sources depend 
on country-specific features [Antoniou et al., 2008]. Researchers in the area of entrepreneurship 
theory [Audretsch, Thurik, 2004; Levine, 2005; Yang et al., 2013; Chavis et al., 2011; Hashi, 2001; Shane, 
Wenkataraman, 2000; Glas et al., 2000; et al.] agree with this argument, and cite inadequate access to 
sources of sufficient investments among the factors limiting the creation of new companies. However, 
the authors of the above studies mainly focus on funding arrangements available to private companies in 
countries with an Anglo-Saxon market economy model, which typically feature developed and efficient 
capital markets and a high level of bank competition. On the other hand, in transitional economies, 
entrepreneurship faces considerable barriers and high transaction costs associated with obtaining access 
to capital (relevant markets began to emerge in CEE and CIS countries only in the early 1990s, and still 
remain rather undeveloped) [Gerasimova, 2012]. Therefore it would not be correct to directly extrapolate 
the conclusions about the specific features of funding for early-stage entrepreneurs in developed market 
economies to countries with transitional economies, including Russia. 
The issues associated with providing support to entrepreneurship in transitional economies, and ways to 
deal with them remain at the center of many researchers’ attention [Yang et al., 2012; Chavis et al., 2011; 
Beck et al., 2008; Aidis, 2005; Levine, 2005; Djankov et al., 2002]. However, no comparative studies of 
the effect of the national socioeconomic context on early-stage entrepreneurs’ choice of specific funding 
sources have yet been conducted.
Klapper et al. [Klapper et al., 2006] established that in most of the 15 analyzed developing countries 
external funding was not particularly important to entrepreneurs (least of all in Ukraine). Limited access 
to resources can be explained not only by the low level of trust in early-stage entrepreneurs as economic 
agents, but also by a widespread sceptical attitude toward the very possibility of setting up and running a 
successful innovative company in post-socialist countries [Berger, Schaeck, 2010]. 
The probability of early-stage entrepreneurs’ attracting external investments increases if their business 
idea is innovative and involves the production of goods or services new to the market. This factor appears 
to outweigh the fears of failure [Yang, 2012; Welter, Smallbone, 2011; Robb, Robinson, 2010]. 
Certain “rules of the game” for the entrepreneurial sector have by now been developed in countries 
with transitional economies. Firms at an early stage of their life cycle, which do not yet steadily generate 
revenues by selling the goods and services they produce, find it harder to get banks, investment companies, 
and venture funds interested [Murzacheva, 2011]. The inadequate legal and regulatory systems, a lack 
of transparency concerning lenders’ solvency, and a negative social attitude toward entrepreneurship 
in general result in start-up companies’ increased dependence on unofficial funding sources [Chavis et 
al., 2011]. The modernization of the legal system, more transparent credit history information, and the 
media promoting a positive image of entrepreneurship as a career would help make official investments 
more accessible to such businessmen.
A typical feature of financial capital markets for small entrepreneurs in Russia, and in the vast majority 
of CEE countries, is the lack of funding organizations’ trust in private businesses. This trend is further 
aggravated by the insufficient transparency of financial markets, and the asymmetry of available 
information. Investors who have actually invested in a new company know more about it than other 
potential sources of support, and tend not to be too keen on sharing this information. Typically, they 
are more willing to invest in new firms established by entrepreneurs they know. As a consequence, many 
early-stage entrepreneurs who do not yet have credit histories have rather limited opportunities for 
securing loans [Black, 2009].
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Accordingly, researchers break down the funding sources companies are most likely to find on the basis 
of these companies’ development stage [Chavis et al., 2011]. According to the “pecking order” theory, 
established companies usually have higher profitability combined with partially exhausted growth 
potential, so they have more resources of their own (unallocated profits), which they primarily use. 
On the other hand, early-stage entrepreneurs have practically no such opportunities because it usually 
takes at least three years to reach the break-even point and begin making profits [Chavis et al., 2011]. In 
addition, a faultless reputation and a good credit history will help solve some of the funding problems 
created by asymmetrical information. Unlike early-stage firms, mature companies can get more favorable 
loan terms [Chavis et al., 2011]. Accordingly, the share of external investments, especially bank loans, in 
the capital structure of small companies is significantly smaller compared with that of larger businesses 
[Beck et al., 2008]. 
Apart from the lack of an established reputation and credit and trading histories, small companies 
also encounter problems when they try to obtain loans because they cannot provide loan security 
[Verheul, Thurik, 2001]. High interest rates and difficult terms turn into insurmountable obstacles for 
many early-stage entrepreneurs [Yang et al., 2013]. For example, a survey of 800 SMEs in Southeastern 
European countries (Bosnia and Herzegovina, Macedonia, Slovenia) revealed that the high costs of 
credit and loans was the most difficult hurdle to overcome, thus hindering the creation of new firms 
in Slovenia and Macedonia, though not in Bosnia and Herzegovina [Aidis, 2005]. Still, the lack of 
one’s own resources and the insufficient appeal (or availability) of institutional investments for early-
stage entrepreneurs increase the importance of informal sources, such as “love capital” and funding 
provided by business angels willing to support an idea by providing a loan [Yang et al., 2013].
Such funding sources, especially “love capital,” are particularly attractive to young companies in 
transitional economies, including Russia. The situation changes as the companies grow and the number 
of their employees increases (Figure 1). To avoid bureaucratic and other institutional barriers, early-
stage entrepreneurs do accept informal investments, though by doing so they risk facing problems like 
unreliability, the irregular provision of funds by friends and relatives, unprofessional assessments of their 
business ideas, and “significant non-monetary costs” [Djankov et al., 2002]. The correlation between 
early-stage entrepreneurs’ choice of funding sources and the income level in the country is shown in 
Table 1. Having a stable financial market reduces entrepreneurs’ dependence on external loans and 
promotes business activities in the economy at large [Robb, Robinson, 2010].
An analysis of the literature on the specific features of early-stage companies’ funding in transitional 
economies allowed us to formulate several hypotheses:
Hypothesis 1: The set of factors affecting early-stage entrepreneurs’ choice of funding sources depends on 
the national socioeconomic context.
Hypotheses 2-4: Early-stage entrepreneurs’ choice of external funding sources in transitional economies 
is promoted by the following:
•	A favorable institutional environment for starting one’s own business;
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Figure 1. Shares of companies obtaining funds from different sources,  
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Source: [Chavis et al., 2011].



2017      Vol. 11  No 3 FORESIGHT AND STI GOVERNANCE 75

Тable 1. Correlation between income level in the country and preferred  
sources of funding

Income level (according to the World Bank classification) Main sources of support for businesses
High or above average Leasing
Low* Informal funding
All levels other than low Active use of bank loans
* Low-income countries typically have poorly developed financial systems and limited access to investments.

Source: composed by the authors, based on the data in [Djankov et al., 2002]. 

•	 Innovative business ideas, good prospects for marketing new products or services that prevail over 
fears of failure;

•	The promotion of a positive image of entrepreneurship in the media.

Initial data and methodology 
Our research is based on data collected as part of the GEM surveys. The GEM project is focused on 
developing common international methodological standards for monitoring, which would allow one 
to obtain a realistic picture of the state of entrepreneurship and the role it plays in various economies. 
Russia has participated in the GEM since 2006. In 2016, the survey covered more than 200,000 adult, 
able-bodied people in more than 100 countries1. A standardized questionnaire2 is used to collect data 
in all participating countries. The results are integrated into a single bank of open, comparable data, 
and include information about entrepreneurial behavior at various stages: from the emergence of an 
idea to run an established business, which allows one to assess businessmen’s financial strategies. The 
GEM microdata furthermore makes it possible to empirically analyze strategies employed by early-stage 
entrepreneurs who, due to various reasons, were missed by official statistics [Obraztsova, 2010].
According to the GEM methodology, early-stage entrepreneurs are divided into two groups [Reynolds et 
al., 2005]:
•	nascent entrepreneurs, who fully or partially own their business and were actively setting it up over 

the course of the previous year, and if they did receive any income from it, it was only profitable for 
no more than three and a half months;

•	new businesses owners (NBO), who received income from their companies over a period ranging 
between three and a half months to three and a half years.

According to the basic concept, the array of microdata about early-stage entrepreneurs in transitional 
economies was built using variables calculated on the basis of answers to the following questions:
•	Q1A: Are you currently trying to set up a new business on your own or in partnership, which would 

stipulate self-employment or selling products/services to customers?
•	Q1B: Are you currently trying to set up a new business on your own or in partnership, for your 

employer, in the course of performing your work? [Reynolds et al., 2005].
On the basis of the microdata collected in the scope of a representative survey using the above tool,  
a multistage stratified probabilistic sample was constructed for analysis purposes. To ensure its validity 
and compatibility with the characteristics of the general adult able-bodied population of the relevant 
countries, the sample data was weighted by the respondents’ gender and age.
In line with the methodology presented in [Holm, 1979], country-specific data was made compatible, 
while annual values were tested for belonging to the overall general population (Spearman’s correlation 
coefficient (rho), Holm–Bonferroni correction for multiple comparisons, α=0.01). On that basis, by 
combining the databases for four years (2008–2011) for all countries, we put together the array of data 
for analysis. Combining the databases allowed us to analyze the dynamics of early-stage entrepreneurs’ 
choice of funding sources by comparing various periods of the countries’ socioeconomic development 
[Yang et al., 2013]: 
•	2008: relatively high economic growth rates, mostly favorable conditions for entrepreneurship;
•	2009: the emergence of a full-scale financial and economic crisis in all European countries;
•	2010–2011: overcoming the acute phase of the crisis, eliminating its negative effects, the emergence 

of pre-requisites for economic growth, including in the entrepreneurial sector.

1  Available at: http://www.gemconsortium.org/country-profiles, accessed 12.10.2016. 
2  Available at: http://www.gemconsortium.org/data/sets, accessed 12.10.2016.
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The timeframe of the study was determined by its main objective: to examine the specific features of 
early-stage entrepreneurs’ choice of funding sources when affected by the economic and social change 
engendered by the global crisis (while keeping in mind the period of Russia’s participation in the GEM 
project).
Of all the countries taking part in the GEM, the CEE nations were chosen for international comparison: they, 
like Russia, have gone through a planned economy followed by a period of market reforms accompanied 
by institutional and social transformations. We managed to ensure the necessary completeness, adequacy, 
and quality of the microdata for a comparative analysis of seven countries: Russia, Hungary, Romania, 
Latvia, Croatia, Slovenia, and Bosnia and Herzegovina. Logical and content control was applied to make 
sure that the early-stage entrepreneurs’ sample included only the respondents who answered the GEM 
questionnaire’s questions (the ones who were unable or refused to answer were eliminated). The final 
sample included 2,360 observations: 167 for Russia, 377 for Hungary, 232 for Romania, 604 for Latvia, 
248 for Croatia, 372 for Slovenia, and 360 for Bosnia and Herzegovina. 
Each of the early-stage entrepreneurs’ answers were analyzed using target indicators describing their 
attitude toward borrowed capital, and factors potentially affecting the choice of funding sources. Thus, to 
check the proposed hypotheses, all classifying variables were excluded from the more than 200 indicators 
in the GEM database (including filters for the stage of the established business), together with variables 
that had no valid values. The list of indicators selected for analysis (except the classifying variable 

“Country” described above) is presented in Table 2.
The factors affecting early-stage entrepreneurs’ choice of investment sources were determined using 
Fisher’s linear discriminant analysis model (FLDA). This is a multidimensional statistical analysis 
technique that allows one to build a non-parametric predictive model of the discriminant function. Using 

Таble 2. Variables used in the analysis

№ Variable Code Value
Criterion variable

1 Funding source OwnF_BorrF
0: One’s own funds
1: Borrowed funds

Predictor variable

1 Education level Education

1: Low (no or incomplete secondary, or incomplete 
vocational education)

2 : Medium (secondary or vocational education)
3: High (tertiary education)

2 Know somebody personally who started a business 
during over the past two years KNOWEN

0: No
1: Yes

3
Expect favourable conditions for starting one’s own 
business to be in place in the area of residence in 
the next six months

OPPORT
0: No
1: Yes

4 Possess the knowledge, qualifications, and skills 
required to start a new business SUSKIL

0: No
1: Yes

5 Fear or inadequate abilities prevent starting a new 
business FRFAIL

0: No
1: Yes

6 Prefer a similar standard of living for everyone EQUALI
0: No
1: Yes

7 Starting one’s own business as a desirable career 
choice NBGOOD

0: No
1: Yes

8 People who start their business have a high level of 
status and respect NBSTAT

0: No
1: Yes

9 Regular coverage stories about successful new 
businesses in the public media NBMEDI

0: No
1: Yes

10 Shut down a business during the previous year, and 
never resumed it DISCEN

0: No
1: Yes

11 Expectation to start a new business over the next 
three years FUTSUP

0: No
1: Yes

12 Offering a product (service) that is new or 
unfamiliar to customers SUNEWCST

1: Yes, all customers think so
2: Yes, some customers think so

3: No, everybody knows about this product or service

Source: calculated by the authors based on the GEM microdata for 2008–2011.

 



2017      Vol. 11  No 3 FORESIGHT AND STI GOVERNANCE 77

certain attributes (such as the values of the control variables) this model allows one to verify whether or 
not the observed objects (in this case, early-stage entrepreneurs) belong to specific predetermined groups. 
The model’s non-parametric nature allows one to apply the FLDA in its original form to distribute objects 
or events between previously defined groups [Fisher, 1936; McLachlan, 2004]. In a two-dimensional 
characteristic space, the separating surface is a direct line, building the discriminant function d, which 
describes the required surface separating the specified classes on the basis of the values of the predictor 
variables, would serve as the core of the discriminant analysis. The function has the following form:
 axbxbxbd n +×++×+×= 32211 ...

where: х1, х2, …., хn are values of the variables corresponding to the units in question;
 b1, b2, …, bn are the coefficients measured by the FLDA model; and
 a is a constant. 
According to the general FLDA concept, the discriminant function was built upon the basis of the values 
of predictor variables describing the set of observed objects whose membership in specific groups is 
known (“training sample”). Then the model was verified using a control sample. In our case, a stratified 
sliding control was applied for verification, which allowed us to reduce the dispersion of the final 
assessments and build more stable and reliable predictive models [McLachlan, 2004; Efron, 1988]. The 
resulting discriminant function (sufficiently stable and adequately predictive) allowed us to include 
previously unclassified individuals in specific groups. We analyzed two groups of respondents: those 
choosing between their own and borrowed resources as the funding source for their business. A single 
discriminant function can be built in this case. Based on its calculated values (the so-called discriminant 
scores), the probability of unclassified objects’ belonging to one or another group is determined [Bühl, 
Zöfer, 2001; Nasledov, 2011]. The quality of the discriminant function was tested using Wilks’ Lambda 
(λw), which describes the share of function value dispersion not due to the differences between the 
respondent groups. The closer λw’s value is to zero, the larger the difference between the average values, 
and accordingly, the higher is this variable’s importance for determining the difference between the early-
stage entrepreneur groups in question. The significance of the identified differences between the average 
values for the groups (p-value < 0.05) confirmed that they were not random. The predictive potential of 
the constructed models was measured by the share of units in the control sample whose membership in a 
specific group was predicted accurately. It was measured using the accuracy rate (AR), true positive rate 
(TPR), true negative rate (TNR), and predictability indicators [Fawcett, 2006; Powers, 2011]. The FLDA 
model-based analysis was conducted in several stages:
•	 Splitting the array of microdata by the “Country” variable which had seven values (to build a model 

predicting early-stage entrepreneurs’ choice of funding source in specific national contexts)
•	 Testing the significance of the differences between the predictor variables’ values determined for 

their the two respondent groups (those opting for their own or borrowed resources)
•	 Building country-specific models distinguishing between specific features of the units being classified, 

which determine the respondents’ membership in one of the two above groups
•	Assessing the significance, quality, and predictive potential of the models
•	 Conducting a comparative analysis of the statistical structure of the constructed models; checking 

the hypotheses and comparing the various factors’ impact on early-stage entrepreneurs’ choice of 
funding sources in different countries in specific national contexts.

The calculations were made using the SPSS-19 software package.

Results of modeling early-stage entrepreneurs’ financial choices
After splitting the prepared microdata matrix on the basis of the national context, differences between 
the average values of the expected predictors for the two early-stage entrepreneur groups (those opting 
for their own or borrowed financial resources) were assessed for each of the seven country subsets. 
The aggregated results of testing the differences between the countries and indicators with significant 
mismatches between these groups are presented in Table 3.
Variables, for which there are differences between the group average values for specific countries, were 
not random with a probability close to 1 (p-value < 0.05). These factors affect early-stage entrepreneurs’ 
choice of funding sources in the corresponding countries. For each controlled variable, the λw value 
does not indicate a statistically significant contribution of relevant differences between the groups to the 
overall dispersion of the discriminant function’s scores. An international comparison of the statistical 
structure of the sets of variables, which significantly differ between the respondent groups, confirms that 
the national socioeconomic context does indeed define specific factors (their mix and variety) affecting 
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financial choices. This means that, in transitional economies, none of the predictors noted in the literature 
affect early entrepreneurs’ financial choice. Therefore, we must identify latent factors manifesting as 
country-specific combinations of the controlled variables. Thus, our first hypothesis is confirmed.
 At the next stage, discriminant function models were built for Russia and CEE countries, which allowed 
for predicting early entrepreneurs’ choice of funding sources in the socioeconomic context of their 
country of residence. All the constructed models were significant; the normalized discriminant function 
predictors’ coefficients allowed us to establish the direction and estimate the force of the corresponding 
predictor’s impact on the financial choice of the early entrepreneurs, and therefore interpret the model 
(Table 4).
In the end, the factors increasing the probability of early-stage entrepreneurs opting for the use of 
borrowed resources were identified for each country:
Russia: there are expectations that in the next six months conditions for starting one’s own business will 
improve (and if the prospects for business conditions are perceived negatively, the above probability 

Таble 3. Results of the group mean values equality test 

Countries Indicator
Predictor

1 2 3 4 5 6 7 8 9

Russia
λw               0.846   

p-value               0.020   

Hungary
λw     0.920             

p-value      0.004            

Romania
λw         0.636        0.497 

p-value         0.002        0.007 

Latvia
λw            0.926   0.960   

p-value           0.016    0.035   

Croatia
λw    0.854       0.800      0.936

p-value    0.006       0.002       0.037

Slovenia
λw          0.891        

p-value         0.002         

Bosnia and Herzegovina
λw  0.893      0.731    0.639 0.675    0.789 

 0.001     0.000    0.000  0.000    0.000 
Predictors:
1 — Shut down one’s business during the previous year, and never restarted the enterprise 
2 — Expectation to start a new business over the next three years
3 — Know somebody personally who started a business over the last two years
4 — People who start their own business have a high level of status and respect
5 — Regular coverage about successful new businesses in the media
6 — Offering a product (service) that is new or unfamiliar to customers
7 — Starting one’s own business as a desirable career choice
8 — Expect favourable conditions for starting one’s own business to be in place in the area of residence over the next six months
9 — Fear of failure or lack of competencies as barriers to starting one’s own business

Source: calculated by the authors.

Таble 4. Normalized coefficients and significance of the discriminant functions

No. Country Fisher’s linear discriminant * p-value
1 Slovenia OwnF_BorrF = -2.314 + 3.928·NBMEDI 0.002
2 Hungary OwnF_BorrF = -2.657 + 4.388·KNOWEN 0.004
3 Russia OwnF_BorrF = -0.922 + 1.428·OPPORT 0.020
4 Romania OwnF_BorrF = -2.347 + 3.804·FRFAIL+ 1.391·NBMEDI 0.000
5 Latvia OwnF_BorrF = -5.530 + 4.118·SUNEWCST +1.438·OPPORT 0.016
6 Croatia OwnF_BorrF = -11.310 + 6.822·SUNEWCST +4.597·FUTSUP+1.786·FRFAIL 0.002
7 Bosnia and 

Herzegovina
OwnF_BorrF = -9.469 + 5.155·DISCEN +4.116·SUNEWCST +3.302·FRFAIL + 
+ 3.298·NBSTAT + 2.547·NBGOOD 0.000

* Country models in the table are sorted first by complexity of the discriminant’s statistical structure (in ascending order), and then by significance of the 
discriminant function (in descending order).

Source: calculated by the authors.
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drops practically to zero). The same applies to Latvia, where plans to implement an innovative business 
idea and supply products or services that are new to the market can serve as an additional incentive.
Hungary: there is active involvement of potential businessmen in the social networks of entrepreneurs 
who have started their own firm over the previous two years.
Slovenia: a positive image of entrepreneurship is promoted by the local media, which regularly covers 
success stories of new business projects.  The same factor also applies in the case of Romania, and its 
impact outweighs the fears of possible business failure.
Croatia: entrepreneurs have plans to start an innovative business over the next three years, despite the risk 
of failure. Consumers’ intentions make the biggest contribution to the discriminant function.
Bosnia and Herzegovina: five combined factors affect early-stage entrepreneurs’ financial choices here. 
The primary one is having had the experience of liquidating a business over the last year. The probability 
under consideration also increases if people, who have successfully started a new business, enjoy 
increasing public recognition and acquire a high social status, while society becomes convinced that 
entrepreneurship is a desirable career choice. Finally, the willingness to launch, despite the risk of failure, 
the production of innovative goods or services previously absent on the market also plays a positive role.
In other words, Hypotheses 2-4, which imply a positive correlation between the relevant factors and 
early-stage entrepreneurs’ choice in favor of borrowed funding, turned out to be correct in the following 
cases:
•	 Hypothesis 2 (favorable conditions for starting one’s own business): in Russia and Latvia
•	 Hypothesis 3 (an innovative business idea): in Latvia, Croatia, and Bosnia and Herzegovina; note that 

in the two latter cases this factor’s impact outweighs fears of possible failure;
•	 Hypothesis 4 (the promotion of a positive image of entrepreneurship in the media): in Slovenia and 

Romania.
The predictive potential of the constructed country-specific discriminant models, i.e. their ability to 
break early-stage entrepreneurs down into those willing and those unwilling to use borrowed money on 
the basis of the canonical functions, was measured on the basis of the following integral characteristics 
(Table 5).
As we see, the models’ diagnostic efficiency is quite high, though their sensitivity is significantly lower 
than their specificity. Therefore, the suggested models should be used as discriminators, i.e., tests for 
identifying early-stage entrepreneurs who prefer to fund their businesses with their own resources.
The prognostic value of the constructed models is limited by the predominance of one’s own funds 
(including “love capital”) in early-stage entrepreneurs’ portfolio (Table 5). Therefore, the more specific 
the model, the higher the prognostic value possessed by the positive results (i.e., the probability that 
the early-stage entrepreneur’s predicted willingness to use borrowed capital turns out to be actually true). 
However, since the prevalence of a phenomenon affects the model’s predictive value, the positive results 
obtained even for a highly specific discriminator, given the low share of borrowed resources in early-
stage entrepreneurs’ capital structure, can be perceived as a false positive.
Given the stated objective of the study, the results appear quite satisfactory. All hypotheses were confirmed 
in one national context or another, which is important from the point of view of developing specific 
approaches to the promotion and support of entrepreneurship. Furthermore, the prognostic value of the 
models turned out to be sufficiently high.

Таble  5. Quality of CEE transitional economies’ early-stage entrepreneurs’ classifications  
based on the FLDA models

Country
Accuracy

(AR — share of correctly 
classified observations in the 

population, %)

Sensibility, α
(TPR — share of truly positive 

classification results in the 
population, %)

Specificity, β
(TNR — share of truly negative 

classification results in the 
population, %)

Russia 61.5 9.02 52.46
Hungary 58.9 8.93 49.86
Romania 51.9 12.3 39.57
Latvia 59.5 30.23 29.35
Croatia 69.4 38.26 31.29
Slovenia 57.7 9.27 48.41
Bosnia and 
Herzegovina 70.1 39.23 31.54

Source: calculated by the authors.
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Conclusions and recommendations
In each country, the transitional economy is unique, with specific characteristics and conditions that 
affect the development path and drivers of entrepreneurship. These in turn determine early-stage 
entrepreneurs’ attitude towards various funding sources. Therefore, the same measures aimed at 
supporting entrepreneurship can cause different reactions by the target communities depending on the 
country-specific context.
The situation with the structure of early-stage entrepreneurs’ financial capital is particularly critical: 
the inclination to avoid official loans slows down the development of entrepreneurship in Russia, while 
the availability of “love capital” only aggravates the problem. At the same time, the simple duplication 
of entrepreneurship support arrangements that were successfully implemented in other countries and 
regions may have undesirable negative effects in the Russian economic environment. Specific features 
of entrepreneurial practices in the country must be carefully taken into account, based on published 
statistics and special population surveys of entrepreneurial activities. Providing information support to 
the designers of entrepreneurship promotion policies would help them suggest specific steps to increase 
the efficiency of funding programs for early-stage entrepreneurship. 
The legal environment for entrepreneurship needs to be stabilized, made more transparent and comfortable 
in terms of new entrepreneurs’ prospects; business support should be individualized, especially at the 
early stages (until companies reach three and half years of operation). This would help all early-stage 
entrepreneurs feel protected, and assess their business prospects as favorable.
Keeping in mind the results obtained for transitional economies, improving Russia’s business climate 
should first of all involve promoting innovative entrepreneurial behavior among the general population. 
Relevant tools may include idea fairs, exhibitions of innovative products, and consumers’ suggestions 
(the municipal and local authorities seem to be best suited for the task of analyzing and presenting these 
proposals). The promotion of innovation could help early-stage entrepreneurs overcome the fear of 
failure, a lack of self-confidence, and the negative experiences of previous business failures.
Finally, mass media could and should provide effective information support to early-stage entrepreneurs, 
and help them find their way in the relevant environment. Promoting a new, positive image of 
entrepreneurship in the public conscience, presenting (and helping people see) it as a desirable career 
choice could extend the range of factors prompting early-stage entrepreneurs to optimize the financial 
structure of their capital.
Generally, the results of our analysis suggest the possibility of applying individual approaches to designing 
entrepreneurship support policies in Russia and CEE countries. Optimizing early-stage entrepreneurs’ 
funding choices (including when they are faced with expensive loans), and increasing the appeal of 
borrowed financial resources would help promote the development of the entrepreneurial sector, and 
make it more innovative.

Таble 6. Prognostic value of the classification models based on the constructed discriminant functions

Country
Prognostic value of positive results (the share of 

truly positive results in the total number of positive 
classification results, %)

Prognostic value of negative results (the share of 
truly negative results in the total number of  negative 

classification results, %)

Russia 57.89 62.14

Hungary 36.47 66.03

Romania 65.71 48.68

Latvia 59.09 60.32

Croatia 75.0 64.29

Slovenia 50.0 59.31

Bosnia and 
Herzegovina 78.46 63.08

Source: calculated by the authors.
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The Russian manufacturing sector has an 
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with other economies, with evident signs of stagnation over 
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It has been empirically demonstrated that increasing the size of existing firms provides a major impetus 
for economic growth. For example, in [Rajan, Zingales, 1998] it was shown that for a sample of 43 
countries, about two thirds of economic growth in terms of output was attributable to an increase in the 

size of firms, while the remaining one third came from the establishment of the new businesses. Therefore, 
over the past several decades, economic research has focused on the barriers impeding the growth of firms, 
which prevents the firms from reaching the “optimal” scale. On the other hand, this “optimal” scale1 may be 
very different depending on the industry and the specific sales market: the specifics of the produced goods, 
the size of this market, the structure of the market (concentration, network development), etc. Two different 
processes may lead to optimal scale: growth (mainly for young, small firms experimenting on the market) 
or on the contrary, downsizing, if a firm has become too large and difficult to manage. 
The process of downsizing and restructuring Russia’s manufacturing sector took place in the early 1990-s 
during the transition to a market economy which continued into the mid-2000s and has been the focus 
of vast empirical research [Linz, Krueger, 1998; Djankov, 1999; Filatotchev et al., 2000; Estrin et al., 2001; 
Ahrend, 2006; Bhaumik, Estrin, 2007, among others]. During this period, the consequences of the search for 
“optimal” scale were to a large extent more often seen in the growth of young firms than in the downsizing 
of large former Soviet manufacturing giants. 
Small business mangers consider optimal scale to be the difference between “actual and intended size” 
[Hermans et al., 2012, p. 12]. Such a multi-dimensional construct is the outcome of entrepreneurs’ goals, 
the firm’s strategic orientation, the evaluation of available resources to meet current market demand and 
benchmarking with competitors. In some sense, the views of optimal scale fall in line with the perception 
of a firm’s success on the market, i.e., an indirect evaluation of the firm’s current competitiveness and its 
sustainable position on the market. The managers of many firms are dissatisfied with their current scale of 
production [Weber et al., 2015]. On the one hand, this group includes quite successful firms that have not yet 
reached a desirable scale but intend to proceed in growing their business and exploit market opportunities. 
A strategic focus on high growth characterizes the best of entrepreneurial society [Autio et al., 2011]. On 
the other hand, directors’ complaints about the inadequate scale of production may be an inherent feature 
of firms that wished to grow but failed in their competition with more productive companies. Due to such 
failure, they are likely to eventually leave the market. 
In this paper, we will attempt to shed light on what determines the perceptions of scale of the managers of 
small and medium enterprises (SMEs), taking into account real performance and competitiveness. 
Beside the internal, firm-specific features that may impact the opportunities for reaching an optimal size, 
we also consider the characteristics of the regional institutional environment that shapes the opportunities 
or constraints given to firm performance. In transitioning economies, the institutional environment often 
leads to an imbalance, facilitating the success of large firms while it restricts the opportunities for small 
and medium businesses. Moreover, empirical evidence from cross-country analyses calls attention to 
institutional deficiencies on the country level (weak intellectual property rights protection and corruption, 
etc.), which have a substantial negative impact on young firms’ aspirations for growth and development 
[Estrin et al., 2013]. In the case of Russia, the significant inter-regional diversity of the business environment 
should be taken into account as even neighboring regions can differ greatly regarding the conditions for 
doing business [EBRD, 2013; Bruno et al., 2008; Iwasaki et al., 2016]. 

Determinants and patterns of SME growth: the Russian context
A common feature of the countries with less successful transitions to market economies is the stagnation 
of their SME sector. In Russia, according to official statistics [Rosstat, 2014], the share of employment in 
this sector (25%) and its contribution to GNP (21%) are marginal and among the lowest compared to other 
countries. Since the market liberalization of the 1990s, entrepreneurship has failed to play a significant 
role in the Russian economy [Chepurenko, 2012], despite its potential to become one of the chief drivers of 
both economic growth and democracy in Russia [Richter, Schaffer, 1996]. The entrepreneurial dynamism, 
which is fundamental to innovation and growth according to the endogenous growth theory [Aghion, 
Howitt, 1997], simply has not yet been achieved in Russia. Small businesses remain too small and lack 
the sufficient scale to be truly competitive [Estrin et al., 2006; Peng, 2001; Puffer et al., 2010]. Furthermore, 
in 2012–2014 the share of players who had no growth aspirations, i.e., those did not plan to create jobs, 
increased significantly.2 This situation is confirmed by the conclusions of a mounting body of research 
on entrepreneurship in emerging economies [Manev, Manolova, 2010; Ojala, Isomaki, 2011]. However, in 
contrast to SMEs in developed economies, which face challenges mainly in achieving high rates of growth 
[Lee, 2014; Mason, Brown, 2013], the SMEs in transitioning economies, especially in Russia, struggle to 
grow at all [OECD, 2015; Welter, Smallbone, 2011; Smallbone et al., 2014]. Moreover, keeping in mind that 
this sector, especially as far as manufacturing is concerned, is heterogeneous and consists of quite a diverse 
population of firms – new entrepreneurial firms vs. former Soviet enterprises [Chepurenko, 2015] — we 

1 We consider the optimal scale a firm’s competitive position in terms of its size and cost levels [Bennet, Levinthal, 2017]. Optimal 
scale is a consequence of a firm’s growth. 

2 http://www.gemconsortium.org/country-profile/104
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might expect quite different patterns in their development as regards growth, downsizing or stagnation. 
This means that the Russian SME sector is not quite synonymous with the entrepreneurial sector and this 
point is important in understanding perceptions concerning the scale of production. 
One must distinguish between the initial and mature stages of the life cycles of SMEs. Acs and Audretch 
[Acs, Audretch, 2001] noted that the opportunity to grow and survive in post-entry period is determined 
by the difference between the minimum efficient size (MES) and the actual size of the firm. This is the 
main motivation for growth among the entrants. Empirical evidence from developed countries suggest 
that firms follow an “up-or-out” dynamic where small firms are more likely to go bankrupt than larger 
firms, but in the case of success, the chances for growth rise [Bartelsman et al., 2013; Navaretti et al., 2014; 
Geurts, van Biesebroeck, 2016, etc.]. In general, the average size of a firm will double after 5–10 years on 
the market, but only fifty percent of entrants will survive [Geurts, van Biesebroeck, 2016]. This is how the 
mechanism of allocative efficiency works in developed market economies. A similar trend was found in the 
developing economies of Eastern Europe where there was very low or even negative allocative efficiency at 
the beginning of the transition period and only later did it improve significantly [Bartelsman et al., 2013]. 
In contrast, there are still no clear indications of improving allocative efficiency in Russia. The specific 
problem facing Russia’s economy is the extreme volatility of the economy. In periods of long and deep 
slumps, new and efficient companies are given fewer chances to survive than older firms that face less 
intense competition. So, they leave the market before they achieve the minimum efficient size. The inefficient 
incumbents “hold onto resources that more efficient firms could use if they were freed up” [González et 
al., 2013]. In the Russian case, it is more likely to find these “holders of resources” among large former 
Soviet manufacturing firms that can be quite happy about their scale of production though they are less 
productive and by remaining on the market they continue to constrain the Schumpeterian process of 

“creative destruction”3. As Hsieh and Klenow [Hsieh, Klenow, 2009] recently documented, in less developed 
economies, production factors are often concentrated within unproductive firms while new entrants suffer 
from limited access to foreign resources, capital, and technologies, while at the same time they face poor 
infrastructure and political instability. As a result, small firms’ growth is slowed, medium enterprises are 
practically absent (the phenomenon of the “missing middle”) and the few large firms enjoy preferential 
treatment, dominate policies, block competitors’ access to the market, and have special relationships with 
the government and banks [Tybout, 2000].

“Learning-by-doing” models, in our opinion, most fittingly illustrate firms’ growth behavior and the 
perception of adequate scale. This approach was initially considered within the framework of the concepts 
of passive learning [Jovanovic, 1982] and active learning [Ericson, Pakes, 1995; Pakes, Ericson, 1998]. In 
the aforementioned works, the heterogeneity in growth among industrial producers was evaluated using  
a single index based on a costs/productivity ratio.4 
Subsequently, in research on this issue, the impact of technological progress and specific factors of 
profitability on the balance of supply and demand began to be taken into consideration. Each aspect could 
follow separate and occasionally independent stochastic processes [Foster et al., 2012]. Supply side factors 
were not found to be primarily responsible for firms’ heterogeneity in terms of growth and survival in 
developed economies. In less developed economies, financial constraints due to insufficient internal savings 
and strong discrimination against small firms on credit markets impede growth [Song et al., 2011] and 
should not be ignored. The same comment is relevant to capital adjustment costs that are important in some 
contexts [Foster et al., 2012] and to human capital resources [Ployhart, Moliterno, 2011]. We suppose that 
in developing economies such as Russia, supply-side determinants of growth, which are reflected in SME 
directors’ perceptions of optimal scale, must be considered. One should consider such indicators as a a firm’s 
profitability, which gives one an idea of a firm’s internal savings for growth, its access to external financial 
resources, the availability of qualified personnel and the quality of its fixed assets (equipment). 
According to data from the U.S. Census of Manufacturers, which has been carried out since 1977 and 
contains 17,000 plant-year observations on production in physical units (and thus makes it possible to 
observe plants’ output quantities and prices, not only total revenue) demonstrated that even on commodity-
like product markets, the patterns of growth do not simply reflect productivity gaps, but rather show the 
differences in supply-side fundamentals [Foster et al., 2012]. This means that new businesses must lower 
prices today in the hope of stimulating demand for tomorrow. Calculations based on price elasticity using a 
model with depreciation show that a ten percent price cut will increase current sales by about 18 percent and 
current profit by eight percent. Accordingly, this increase in revenue will lead to a shift in the firm’s demand 

3 The reasons of their not leaving the market is beyond the scope of this paper.
4 Jovanovic’s passive learning [Jovanovic, 1982] explains the behavior of new firms that do not enter the market at an optimal size 

and gradually determine the level of their efficiency level by working on the market. Observations on realized profitability lead 
to one reconsidering their beliefs about their productivity and in accordance with said new beliefs, a firm either expands or 
contracts. For mature firms in the manufacturing sector, the concept of active learning [Pakes, Erikson, 1998] is most appropriate 
[Geurts, van Biesebroeck, 2016]. Manufacturing is characterized by higher entry costs and scale, and higher minimum efficient 
scale that those found in other industries [Geurts, van Biesebroeck, 2016]. Manufacturing firms at the moment of entry are more 
likely to have already gained knowledge about their efficiency and an idea of optimal scale of production. The model of active 
learning suggests that evaluating its own technology and market environment only high-productivity firms may find it profitable 
to make investments that will encourage future growth.
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over the following year by about four percent [Foster et al., 2012]. Thus, investments in relationship-specific 
capital — the increase of one’s customer base, building a reputation among customers and strategic partners 
that could provide tacit knowledge [Street, Cameron, 2007; Hessels, Parker, 2013; Mohr et al., 2014; Rice et al., 
2012], improving the quality of post-production services, etc. — are highly rewarded and help one achieve 
an optimal scale of production in the long run, but not immediately. 
Most recent research draws attention to demand-side factors as entrepreneurs usually mention insufficient 
demand as one of key obstacles to their firms’ growth [OPORA, 2016]. We capture demand-side factors by 
analyzing the features of a firm’s markets and evaluating GRP per capita in the firm’s local markets given that 
SMEs sell all or a substantial share of production on local markets. We assessed investments in relationship-
specific capital that might facilitate demand based upon the availability of strategic partnerships with local 
and foreign firms that were established two to three years prior to the conduct of the survey. 
The aforementioned determinants, both demand and supply side, are relevant for all countries, however, 
in transitioning economies, their impact on growth and sometimes the vector of a business’s development 
is determined by the features of the institutional environment. The body of empirical research on SME 
performance in developing economies found a robust relationship between firm performance and the 
quality of institutions [Aidis et al., 2008; Molz et al., 2009; Blagojevic, Damijan, 2013; Sharafutdinova, 
Kisunko, 2014; Yukhanaev et al., 2015; Volchek et al., 2013a,b; Wang, You, 2012; Krasniki, Desai, 2016; Welter, 
Smallbone, 2011]. However, the mechanism behind their interactions remains poorly studied. An analysis 
of institutions is of paramount importance in the study of emerging economies where formal institutions 
are often ineffective arbiters for competitive markets and structurally unable to foster a business-friendly 
environment [Hoskisson et al., 2011]. Economies that did not manage to develop according to the Western 
model must operate under an alternative informal institutional network [Smallbone, Welter, 2010], which 
is prone to rent-seeking, shadow schemes and similarly, tends to incentivize sub-optimal behavior among 
firms [Golikova, Ermilova, 2006; Sharafutdinova, Kisunko, 2014]. As a result, a discussion of a firm’s 
aspirations for growth, scale of production and performance in transitioning economies without recourse 
to a study of institutional issues is liable to be incomplete [Aidis et al., 2008; Aidis, 2015; Welter, Smallbone, 
2011; Smallbone et al., 2014; Krasniki, Desai, 2016; Wang, You, 2012]. Moreover, an institution-based study 
has become the main theoretical framework for business research on emerging economies and researchers 
tend to explore the interplay of formal and informal institutions at multiple levels of analysis [Thorsten et 
al., 2005; Meyer, Peng, 2005, 2016; Estrin et al., 2013]. In our research, we are mostly interested how the 
institutional environment, assessed by the level of regional corruption, determines the perceptions of firms 
concerning optimal scale. This will be studied with account of the different age cohorts, i.e., a consideration 
of the life cycle of the studied businesses with special attention given to new firms [Acs, Armington, 2004]. 
The determinants of firm growth described above, such as supply- and demand-side factors, are still valid 
for firms operating within emerging economies. However, their effectiveness and the direction of their 
effect is often determined by the idiosyncrasies of the institutional environment [Marcelin, Mathur, 2015; 
Cuaresma et al., 2013; Volchek et al., 2013a,b; Molz et al., 2009; Dallago, 2000; Blagojevic, Damijan, 2013; 
Welter, Smallbone, 2011; Yukhanaev et al., 2015]. 

Perceptions of optimal scale: European vs. Russian firms 
One of the possible approaches to select firms with sub-optimal sizes is to ask the firms’ CEOs. It should 
be stressed that this indicator is more about the perceptions than about the “objective” difference between 
the desired and actual scale of their firm. Such perceptions may simply be a sign of general dissatisfaction 
with firm performance rather than a true assessment the inadequacy of scale per se. Nevertheless, this self-
assessment allows us to pick up on firms that for some reason or another have not yet achieved or sustained 
a “comfortable” scale of activity. Either they are growing too slowly or are downsizing despite the initial 
intentions of the entrepreneurs. One must try to understand the external and internal factors affecting 
directors’ attitudes about the unattainability of a desirable scale of production.
This approach was used in the EU-funded survey, European Firms in a Global Economy: Internal Policies 
for External Competitiveness (EFIGE).5 During this project, more than 14,000 manufacturing firms in 
seven EU countries were asked the following question: “Compared to your competitors, do you think that 
your firm’s scale of production is adequate?” As the survey was conducted in 2010 and covered the period 
of the recent 2007–2009 crisis, when many firms had to downsize their business, it might be expected 
that firms, especially small ones, would more often complain about the insufficient scale of operations. 
Furthermore, there should be a great heterogeneity in their assessments across countries, industries, and 
size groups. However, contrary to expectations, the share of firms’ owners/managers complaining about 
the scale of business was not very large in European countries (about 13%) and the differences between 
countries, industries and size groups were not very significant6. 

5 Details on http://bruegel.org/efige/.
6 The relative outliers were Hungary (with a 22% share of “complainers”) and Austria (with only 8%), which may have been due to 

the relatively small size of the economies and the relatively small sample sizes for those countries. 
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Five years later, a similar survey was conducted for Russian manufacturing firms7 with the same question 
included in the survey. This survey revealed a very different picture. The average share of Russian 
manufacturing firms dissatisfied with their scale of production was found to be 46% for the total sample 
and about 50% for SMEs (firms with fewer than 250 employees). In addition, there was great variety across 
size groups and industries: 32% of the firms with 100–250 employees complained about their scale of 
production, while for the group of the smallest firms (10–20 employees), the share of dissatisfied firms 
was much higher — 57% (Figure 1). So, every second Russian manufacturing SME considers its scale of 
production insufficient for successfully competing on the market. 
These results cannot be explained by differences in the actual size of firms in the Russian and EU 
manufacturing sectors in terms of employment. The mean number of employees at manufacturing SMEs 
in the 10–250 employee size group (weighted to control for sampling bias8) of all seven EU countries is 
37.8 employees (varying from 42.7 in Germany to 32.4 in Italy) versus 42.4 employees in the Russian 
manufacturing SME sector. Nor can the results be explained by the age of firms (newly founded firms are 
expected to be smaller as they are still growing and have not yet reached their optimal scale): the share of 
firms under four years in the Russian and EU samples is approximately the same: about 7–9%. According 
to our estimates, the huge gap between European and Russian firms is in median sales (2.584 million euros 
against 433,100 euros, respectively). This means that the scale of production of Russian SMEs is only 16.8% 
of their European counterparts. 

Data and Methodology
The database we use was drawn from the RuFIGE (Russian Firms in the Global Economy) survey of 
1,950 Russian manufacturing firms with at least 10 employees. The survey was conducted by GFK-Russia 
survey company in June-November 2014. The random structured sample was constructed in order to be 
representative in terms of distribution by industry and firm size. Face-to-face interviews with company 
directors using a semi-structured questionnaire were conducted in 60 Russian regions, though the sample 
was not representative by Russian regions. For this paper, we use a sub-sample of SME firms with 10– 
249 employees (1,380 observations). The survey includes questions about the form of ownership, investments, 
innovation activity, other factors of production as well as assessments of the investment climate and the 
institutional environment. Another part of the original survey data consists of regional economic indicators 
from the official statistics and regional institutional indicators of INDEM.9 
Using the described instruments, we evaluate the impact of different firm-specific features and regional-
specific institutional indicators on the probability of a firm being satisfied with the scale of operations while 

Figure 1. Dissatisfaction with the actual scale of operations: the share of firms by size groups  
in seven EU countries and Russia

Number of employees

%

Austria

France

Germany

Hungary

Italia

Russia

Spain

UK

Source: compiled by the authors using EFIGE (2010) and RuFIGE (2014) survey data.

7 The data used in this work was collected as a part of the research project “Russian Firms in a Global Environment” implemented 
within a framework of the Basic Research Program at the National Research University Higher School of Economics (HSE) in 
2014–2015. For more details see: https://iims.hse.ru/rusfirms.

8 The weights were calculated in line with [Navaretti et al., 2010]. 
9 INDEM (“Information Science for Democracy”) is a Russian NGO collecting data on various issues concerning corruption, 

justice, governance, political and regional issues, etc.
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controlling for industry and regional specifics and the individual characteristics of the firm. We assume that 
the answer to the question “Is the scale of your production adequate?” correlates with the latent variable of 
optimal (“adequate”) scale. That is, if a firm complains about its scale of operations, there are some internal 
and/or external factors preventing it from either maintaining a reliable scale of production or from growing 
to an adequate size. Based on the reviewed literature, we are trying to verify three hypotheses:

H1: The failure to achieve an optimal scale of production may be due to negative supply side factors, i.e., a lack 
of resources, which leads to the relatively low quality of inputs and/or outputs. 

The hypothesis is in line with the reviewed literature [Hermans et al., 2012] as well as with empirical 
evidence about the Russian manufacturing sector in general and the development of SMEs in particular: 
lack of access to and the high price of external finance, the deficit (and high cost) of qualified personnel and 
modern technologies, the relatively low levels of networking, communication and cooperation, etc. 

H2: Firms have a sub-optimal scale due to unfavorable demand side factors, in particular, due to high 
transaction costs that create barriers impeding SMEs from entering new markets (in other regions and/or 
countries) and preventing firms from reaching an adequate size of operations.

The second hypothesis is based on the theory of heterogeneous firms [Melitz, 2003] and presumes that the 
higher the barriers of entry, the more important is companies’ self-selection. In the case of Russia, such 
transaction costs include undeveloped market infrastructure including high transportation costs as well as 
the customs barriers for export operations. In other words, a firm is prevented from growing to the desired 
size because the market is not large enough. 

H3: The firm is constrained in its growth or kept from maintaining optimal scale due to the unfavorable 
institutional environment in the region of operations. These constraints are more significant for relatively 
younger firms.

The hypothesis is based on empirical evidence concerning the significant differentiation of the institutional 
climate in the Russian regions [EBRD, 2013]. Those differences, first of all, include administrative pressure 
from the authorities, including the level of corruption. As demonstrated in the literature, an unfavorable 
business climate negatively impacts the process of creating SMEs, presumably by hindering firm growth. 

Model and Results
In our research we used a simple probit model, where the satisfaction or dissatisfaction with the scale of 
business is a dependent dummy variable and different firm-specific, industry/market-specific, region-
specific factors are explanatory variables. The general formula is:

Pr (Scalei) = α1(Firm-performance indicatorsi)+ α2(Market-specifici)+α3(Institutional indicators)+ 
+α4(Regional_controls) + α5(Sectoral_controls) + ε 

The variables used it the model are described in the Table 1. The descriptive statistics for the total sample 
and for the two groups of SMEs (satisfied and unsatisfied with the scale of business) are reported in Table 2. 
We report the three models below. Model 1 includes Firm-specific indicators related, first, to the supply side 
limitations such as low sales margins, a lack of the qualified workers, restricted access to external finance 
and poor quality of equipment, which is measured by the share of equipment older than 10 years. Demand 
side restrictions are also taken into account. The proxy is a variable showing the scope of markets where 
a firm is selling its product — regional market only (base category), to other regions of Russia, or to other 
countries. The assessment indicators are controlled for age groups (as described above), the size of the firm 
(the logarithm of the number of employees) and for the type of sector (Pavitt classification). In Model 2, 
regional variables were added: Gross Regional Product per Capita and the Corruption Index (as a proxy 
for the regional quality of the institutional environment). In the last specification (Model 3), we included 
the cross-sectional data for age groups and the corruption index to check the hypothesis about how the 
impact of institutions depends upon the age of a firm. The errors are clustered by regions and we use weights 
calculated by using the general population structure to adjust for sample bias toward certain industries and 
size groups. The results for the three models are provided in Table 3. 
We tested the results for robustness by including different additional factors such the position, age, and sex 
of the respondent, the family status of firm (whether or not the firm is owned by a family)10. All the results 
proved to be robust. 

Discussion 
We shall begin the discussion with our findings on the first hypothesis related to the supply side deficiencies. 
As we expected, the complaints about the insufficient scale of a business are strongly tied to low profitability. 

10 Besides for the check for robustness, such variables were used in the empirical research on the entrepreneurship to control for “the 
intentions” of firms [Kolvereid, 1992; Stenholm, Toivonen, 2009; Estrin et al., 2013]. 
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We do understand, however, that we may have a problem with reverse causality here. Insufficient profits do 
constrain growth, but the inadequate scale of business also may be the reason behind low profits. Another 
proxy for supply-side limitations is the share of old equipment. The coefficients were always negative and 
strongly significant. This result is more reliable in terms of the reverse causality problem. It demonstrates 
that firms with relatively outdated equipment may face higher costs of production and/or are incapable of 
providing goods of a certain quality. The shortage of a qualified workforce, another measure of the supply 
side deficiencies, also negatively impacts satisfaction with one’s scale of business. 
As demonstrated in the literature [Smallbone, Welter, 2010], active outsourcing and networking can 
compensate for the small size of a firm. In other words, a firm can be smaller but just as efficient if it can 
obtain certain supplies and services from the market. The networking capacities, which we measure by the 
existence of strategic partnerships, are strongly and positively correlated with the adequacy of firm scale. 
The existence of established partnerships increases the probability of a firm being happy with its scale of 
business by more than 14%. 

Тable 1. Variables of the probit model

Variable code Description
Scale Dependent dummy variable, a dummy equals 1 if a respondent says that the scale of business is adequate in 

comparison with other competitors
Firm-level characteristics

Deficit_qual_workers A dummy variable based on firms reporting a deficit of qualified workers as “a very serious problem”: 1 – the 
problem is very serious, 0 – it is not serious

Margin A dummy variable, which equals 1 if sales margin is above 2%, 0 – if it is lower than 2%
External_finance A dummy variable, which equals 1 if a firm used banking loans in the period 2011-2013, 0 – if otherwise 
Old_equipment_share A quantitative indicator of the share of production equipment 10 years or older
Age_of_firm Categorical variable: 1 – firms established after the 2008 crisis (2009-2013); 2 – firms founded during the period 

of economic growth of 1999-2008; 3 – firms established during the transition crisis of 1992-1998; 4 – firms 
established during the Soviet period (before 1992) 

Markets indicators
Marketsize The categorical variable equals 1 if a firm is selling its product only in the region where it is located, 2 if a firm is 

operating in other Russian regions as well, and 3 – if a firm is exporting its goods
Partnerships A dummy variable, which equals 1 if a firm reports having strategic partnerships with Russian partners 

established at least 3 years prior to the interview and 0 if otherwise
Regional indicators

GRP_pc Logarithm of Gross Regional Product per capita in 2011 (rubles)
Corruption_index The aggregated indicator of “every-day corruption” in a firm’s home region. The indicator is calculated by the 

INDEM Foundation for every Russian region [MED, FOM, 2011]. We use the latest available data (2010). It is  
a quantitative indicator varying from 0 to 1

Controls
LogEmpl Logarithm of the number of employees in 2013
Sector Categorical variable for four sectors using the Pavitt taxonomy: 1 — Supplier-dominated; 2 — Scale-intensive; 

3 — Specialized suppliers; 4 — Science-based (for further reference see [Pavitt, 1984]). 

Source: compiled by the authors.

Тable 2. Descriptive statistics

Variable Scale_sufficient Scale_insufficient Total
Deficit_qual_workers 18.9% 25.1% 20.1%
Margin_low 9.6% 17.1% 13.3%
External_finance 38.5% 46.7% 41.1%
Old_equipment 23.9 (28.8) 31.2 (35.4) 27.00 (32.0)
Marketsize1 (regional) 54.1 43.8 49.1
Marketsize2 (interregional) 43.8 (36.0) 39.7 (37.7) 41.4 (36.7)
Marketsize3 (exporters) 59.4% 68.3% 62.5%
Partnerships 43.6% 28.5% 36.0%
Corruption_index 0.51 (0.16) 0.52 (0.15) 0.52 (0.16)
Age_of_firms1 (after 2008) 13.04 15.53 14.15
Age_of_firms2 (1999–2008) 40.25 42.06 41.06
Age_of_firms3 (1992–1998) 29.73 25.65 27.92
Age_of_firms4 (before 1992) 16.97 16.75 16.87
Number of employees 75.9 (63.2) 54.7 (52.3) 65.4 (58.9)
GRP_pc (2011, ‘000 rubles per person) 255.2 (160.3) 242.2 (141.1) 251.2 (153.1)
Observations 716 574 1290
Note: standard errors in parentheses.
Source: соmpiled by the authors.
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Тable 3. Firm owners’ assessment of satisfaction with the current scale of production (marginal effects) 

Variables
Models

(1) (2) (3)
Deficit_qual_workers –0.0829* (0.0443) –0.0928** (0.0447) –0.0878* (0.0458)
Margin_low –0.176** (0.0480) –0.190*** (0.0490) –0.196*** (0.0492)
External_finance –0.0738 (0.0459) –0.0786* (0.0457) –0.0792* (0.0449)
Old_equipment_share –0.002*** (0.000479) –0.002*** (0.000495) –0.002*** (0.000501)
Partnerships 0.142** (0.0636) 0.142** (0.0641) 0.142** (0.0657)
Marketsize2 –0.0277 (0.0380) –0.0231 (0.0379) –0.0174 (0.0375)
Marketsize3 0.0913 (0.0607) 0.105* (0.0591) 0.111* (0.0585)
Age2 (1999-2008) 0.0845 (0.0532) 0.0940* (0.0526) –0.214 (0.166)
Age3 (1992-1998) 0.122** (0.0520) 0.124** (0.0511) –0.161 (0.171)
Age4(before 1992) 0.0303 (0.0710) –0.00194 (0.0673) –0.412*** (0.138)
GRP_pc 2.63*** (0.923) 2.67*** (0.882)
Corruption_index –0.162 (0.138) –0.723*** (0.258)
Age2*Corruption_Index 0.585* (0.310)
Age3*Corruption_index 0.540* (0.306)
Age4*Corruption_index 0.918** (0.417)
logNum_Employees 0.102*** (0.0219) 0.114*** (0.0232) 0.114*** (0.0229)
Pavitt_gr_2 –0.0600 (0.0441) –0.0531 (0.0431) –0.0554 (0.0431)
Pavitt_gr_3 –0.0998** (0.0477) –0.123*** (0.0441) –0.119*** (0.0429)
Pavitt_gr_4 –0.0263 (0.0804) –0.0203 (0.0837) –0.0224 (0.0851)
Pseudo R2 0.0683 0.0792 0.0828
Observations 1084 1057 1057

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Probability weights are used to control for sampling biases. 
Source: соmpiled by the authors.

The only “unexpected” result is the negative (though not very significant) impact of the use of bank credits. 
In other words, firms complaining about their scale of operations use bank loans more often than those 
who are satisfied with their businesses’ performance. Two explanations for this result are probable. On 
the one hand, it may mean that firms dissatisfied with their scale use external financing extensively in 
order to increase the size of their businesses. On the other hand, this fact very probably reflects the specific 
situation in the Russian economy where interest rates, in particular those for SMEs, are relatively high and 
firms prefer not to take out loans if they can avoid it. Alas, our data does not allow us to confirm which 
interpretation is more valid. Nevertheless, the first hypothesis can be considered confirmed. 
The second hypothesis concerning the inefficient scale of business being linked to demand side limitations 
was partially confirmed. Though we found no significant differences between firms trading inside their 
home region and those who trade inter-regionally, exports seem to have a positive impact on the probability 
of a firm considering their scale sufficient for successfully competing. In addition, the gross regional product 
per capita, which can be used as a proxy for higher demand, also has a substantial positive coefficient. The 
hypothesis about demand side factors also explains the significant negative coefficient for the sector of 

“specialized suppliers” because the market for such products usually is more notably limited, especially in 
the regions. 
The most interesting results relate to the third hypothesis about the impact of the institutional environment 
on the probability of a firm reaching an optimal scale. As we mentioned earlier, we used a regional index 
for corruption as a proxy for the quality of the business climate and expected to find (as in other works) the 
negative impact of corruption on the probability of a firm to having an adequate scale of operations. The 
calculations in Model 2 confirmed this assumption, its size was statistically insignificant. We expected that 
the correlation between the level of corruption and the degree of satisfaction with one’s scale of operations 
may depend on the age of the firm in question. Companies operating in an unfavorable institutional 
environment for a long time (and who have survived) very probably managed to adjust to the environment 
and have found the ways and means to use the deficiencies of the business climate to their benefit. If the 
above logic holds true, then younger firms must suffer the most. As our results (Model 3) demonstrate, 
we found empirical support for this statement. While on the average corruption increases the probability 
of complaints about scale, the combined effect of age and corruption for the firms established in the pre-
transition (Soviet) period is positive and statistically significant. In other words, former Soviet enterprises 
that survived the transition period are much more immune to corrupt environments compared to firms 
established after 2009. For firms established during the crisis of the 1990s and during the stage of economic 
growth (1999–2008), the impact of a harmful institutional environment is negative but significantly less so 
compared to the group of the relatively younger firms. 
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Conclusion 
Our research is an attempt to better understand the processes highlighted in the literature on 
entrepreneurship [Wright, Stigliani, 2012] that underlie entrepreneurial activity and growth in the 
specific institutional context of Russia.
In the era of the planned economy, large and highly concentrated enterprises dominated the manufacturing 
sector. One of the great structural shifts during the transition was the downsizing of those large companies 
and the creation of the SME sector. However, despite the 25 years of transition, the SME segment of Russian 
economy (in particular, manufacturing SMEs) is still underdeveloped compared to other countries. 
This can hardly be explained exclusively by the specific industrial structure of the economy or by path-
dependence. Nevertheless, the fact remains that among the seven EU countries, the only transitioning 
economy, Hungary, had the highest ratio of SME managers dissatisfied with the scale of operations, which 
indicates that the transition may be partly responsible. However, the stagnation in the development of SMEs 
in Russia demonstrates that the problems cannot be explained by an unfinished transition alone. 
In a comparison of the statistics collected during the large-scale business survey for the seven EU countries 
and for Russia, we show that there are a distinct differences in the share of SMEs in the manufacturing sector 
that consider their scale of operations sufficient for competing on the market. Approximately half of the 
manufacturing SMEs in Russia would like to increase their operations compared with less than 15% in EU 
countries. However, in terms of employment, Russian SMEs are comparable to their European counterparts 
though they lag behind in terms of turnover. In this paper, we have attempted to investigate the reasons 
why Russian SMEs are so dissatisfied with the scale of their operations. Or, more precisely, what is the 
difference between the firms complaining about their scale of activity and those who manage to reach 
an adequate scale of production? We presumed that a firm’s inability to grow to an optimal scale may be 
due to the three groups of factors. These include those on the supply side, a lack of access to the resources 
necessary for growth, those on the demand side, the small size of the market and an inability to overcome 
this limitation by entering broader markets (due to the high transaction costs), and, finally, the unfavorable 
business environment that prevents the growth of small and medium businesses. 
Our findings partially correspond to the previous empirical literature on developing and transitional 
economies. Our overall results indicate that “good” firms in terms of performance and resources (such as 
access to qualified labor, new equipment, business networks, etc.) have more chances to reach an adequate 
scale. We found also that the size of the market upon which firms are selling their products also matters: 
access to export markets increases the probability of a firm being satisfied with their scale of business by 
10%. In addition, a location in more prosperous regions (regions with a higher gross regional product per 
capita) also has a positive impact on a manager’s satisfaction with the scale of production. 
Some new, interesting results of the paper are related to the impact of the institutional environment on firms’ 
satisfaction with their production scale. Using the regional corruption index as a proxy for the quality of the 
institutional environment, we found that a corrupt environment has a negative impact on the perception 
of adequate scale. However, this effect depends upon the generation to which firms belong. It is extremely 
negative for the relatively young firms that are less than five years old, especially compared to the old former 
Soviet enterprises. Our findings demonstrate that SMEs that have managed to survive in an unfavorable 
environment for some time eventually adjusted to some extent to the existing business climate. It might 
be posited that only those firms that manage to learn how to bargain with inefficient institutions have a 
chance of survival (and help this system become self-sustaining). This may be one of the reasons why there 
are so few SMEs in the Russian manufacturing sector compared to other countries and the reason why so 
few of them are able to successfully compete on foreign markets. The unfavorable environment may be one 
of the reasons why Russian firms are so dissatisfied with their current scale: high bureaucratic barriers and 
transaction costs make smaller firms more vulnerable to administrative pressure. Therefore, a firm in Russia 
must be larger than its counterpart in a developed economy to survive and remain on the market. 

The study was implemented in the framework of the Basic Research Program at the National Research University Higher 
School of Economics (HSE) in 2015–2017.
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The service sector plays a key role in the modern economy. According to the Organisation for 
Economic Cooperation and Development (OECD) experts, services make a major contribution 
to employment growth and increased public well-being in many of the organization’s member 

countries [OECD, 2017]. Within the service industry, knowledge-intensive business services (KIBS) 
demonstrate particularly high growth rates, including in developing countries [Janger et al., 2017]. In 
China, the added value created in KIBS industries grew more than fivefold between 2004 and 2014 [Fang 
et al., 2016].
KIBS rank among the most innovative sectors in the European Union’s Community Innovation Survey 
(CIS). Gotsch et al. (2011) demonstrated, using data from CIS-2004, that European KIBS firms were more 
likely to be engaged in innovation than their manufacturing counterparts.
In Russia, KIBS companies also have a high share of added value in their revenues, despite the appreciable 
slowdown of the sector’s growth after the 2008 crisis — when the average level of added value dropped 
from 46% in 2007 to 38% in 2013 [Berezin, Doroshenko, 2015]. Comparing the dynamics of Russian 
KIBS with their European counterparts reveals that the shares of leading Russian KIBS companies 
engaged in technological and marketing innovations (39.6% and 23.8%, respectively) are comparable 
with typical firms in the UK (39.6% and 20.8%) or Denmark (38.7% and 27.6%)1. Meanwhile regarding 
organizational innovations, these Russian KIBS significantly lag behind those in European nations (the 
share of companies who use such innovations in Russia is 25.5%, compared with 40.8% in the UK, 41.2% 
in Germany, and 48.6% in Switzerland).
Some ambiguity remains regarding the sector’s scope, in large part because KIBS do not coincide neatly 
with the sectoral classifications of established statistical systems.2 The first attempt at a definition, by 
Miles et al. [Miles et al., 1995], identified the three main characteristics of the relevant enterprises: the 
active application of professional knowledge; the provision of services, which may serve as knowledge 
sources alone, or are based on knowledge customers need for their business operations; and a focus 
primarily on corporate clients (but also supporting business processes at public sector organizations). 
However, industries displaying the above characteristics still remain highly varied [Freel, 2010; Gotsch 
et al. 2011], not least in terms of innovative behavior. The main objective of this paper is to examine the 
innovation configurations of KIBS firms, while also contributing to empirical studies on this sector in 
Russia. We can see that innovation type could be influenced by both supply-side (knowledge base) and 
demand-side (customer requests) factors. However, though demand is often featured as a driver, there is 
a lack of evidence on its impact on innovation activities in KIBS. In this study, we are able to investigate 
both sets of issues. We shall examine the relationship between innovation type and market demand, and 
then relate this to the type of involved service/knowledge base.
The paper begins with a review of earlier empirical studies of KIBS companies and their innovation 
activities; we then present our sources of information and the methodology used to analyze the innovation 
configurations of Russian KIBS firms; finally, we then present the results of the analysis, and formulate 
conclusions.

Literature review
Features of KIBS firms and industries
Two kinds of knowledge-intensive business services are usually defined: the professional services (KIBS I, 
P-KIBS) and new technological services (KIBS II, T-KIBS) [Miles et al., 1995]. The first type of KIBS 
comprises companies providing accounting, legal, management consultancy, and similar professional 
services. A specific feature of such industries, many of which have a long history, is the active application 
of specialized knowledge in the administrative and organizational domains [Miles, 2012] to help their 
clients deal with problems encountered in these areas [Miles et al., 1995]. T-KIBS have mostly emerged 
more recently, prompted by the emergence of new technologies and related global challenges [Miles 
et al., 1995]. Industries belonging in this segment include the design and maintenance of computer 
systems, software design, and engineering services. The newly created knowledge is closely related to new 
technologies, and KIBS play a role in creating and transferring such technologies to their clients [Amara 
et al., 2008; Landry et al., 2012]. Some more recent studies have suggested a third category: C-KIBS [Miles, 
2012] or CIBS [Masiello et al., 2014] — to highlight creativity-based KIBS, where the critical forms of 
knowledge are those of a cultural or symbolic nature: advertising and design are examples of this group.
Not surprisingly, these different types of knowledge mean that companies belonging to different 
segments of the sector vary in some key respects. In terms of innovation, it is argued that the level of 
interaction with customers and suppliers is critically important to innovative P-KIBS companies [Freel, 

1 The most recent available CIS data (for 2014) for European countries (available at http://ec.europa.eu/eurostat/web/science-
technology-innovation/data/database), and data collected in the scope of the HSE ISSEK study “Monitoring of Knowledge-
Intensive Business Services in Russia” in 2015 was used for comparison.

2 In the first version of the standard NACE classification, KIBS could be roughly associated with Industry divisions 72, 73 and 
much of 74 (but other, more operational services were also located here); in the revised second version of NACE, most KIBS fall 
into section M, but Information and Communication Technology KIBS are located in section J with many other information and 
communication activities [Schnabl, Zenker, 2013]. 
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2006]. T-KIBS, on the other hand, depend more on their own internal innovation resources. They engage 
in unusually high levels of R&D for service firms, but Pinto et al. [Pinto et al., 2015] argue that it is the 
qualifications of their staff that forms the most important contribution. The process of new companies’ 
(start-ups) emergence is also quite segment-specific, with new T-KIBS firms appearing to be much more 
dependent upon the existing structure of regional economies [Wyrwich, 2013].

Factors affecting KIBS companies’ innovative behavior
Innovation activities in KIBS are usually viewed through the prism of modes of innovation, which involves 
identifying distinctive patterns of innovative behavior. Three major groups of factors are commonly 
studied: innovation types; sources of knowledge and information; and companies’ expenditures on 
innovation. The types of innovation are most commonly used to distinguish between KIBS. The standard 
guide for innovation statistics, the Oslo Manual, distinguishes between product, process, marketing, and 
organizational innovations [OECD, Eurostat, 2005]. Product innovation involves “the introduction of a 
good or service that is new or significantly improved with respect to its characteristics or intended uses” 
[Ibid., p. 48]. Process innovation is “the implementation of a new or significantly improved production 
or delivery method” for products or services [Ibid., p. 49]. Product and process innovations are often put 
together into one group of technological innovations; combining them in this way may makes sense for 
KIBS (and many other services) where the border between a service and the process of its delivery and 
provision is often unclear [Santos-Vijande et al., 2012]. However, neither product nor process innovation 
necessarily has to involve new technology. For instance, a KIBS firm specializing in a service like law or 
engineering may introduce a completely new service — many KIBS firms have developed consultancy 
offerings — without the use of any new technologies).
The other two innovation types are not linked with production as such. A marketing innovation is 
defined as “the implementation of a new marketing method involving significant changes in product 
design or packaging, product placement, product promotion or pricing” [OECD, Eurostat, 2005, p. 
49]. For example, this might involve the promotion of a new brand. Finally, organizational innovations 
involve “the implementation of a new organisational method in the firm’s business practices, workplace 
organization or external relations” [Ibid., p. 51].
Other innovation types not specified in the Oslo Manual are also frequently considered in KIBS studies. 
They include, for example, new techniques for conducting client relations [Amara et al., 2009; Doloreux, 
Shearmur, 2010]. The business environment frequently generates such innovation types by itself. For 
example, Deloitte suggested extending the range of client relations innovations by including service 
provision and promotion techniques, and by involving customers in co-production. Such innovations 
are common in the social media [Keeley et al., 2013]. 
New ways of relating to and cooperating with other external partners, not with customers alone, are also 
very important to KIBS companies since they involve integrating specific professional knowledge to create 
new solutions [Amara et al., 2009]. Researchers suggest that the sources of knowledge and information 
KIBS companies use to create and apply innovations are another important group of factors contributing 
to the mode of innovation. Customers, suppliers, and competitors are major sources [Corrocher et al., 
2009; Rodriguez et al., 2015], while partners such as franchises or professional associations are another 
[Rodriguez, Camacho, 2010]. A third way of acquiring specialized knowledge and information is to 
purchase it, in particular, from consulting firms [Asikainen, 2015]. Finally, KIBS firms may cooperate 
with the “science base” of universities and research centers, and of course they gather information by 
participating in relevant conferences and perusing research publications [Doloreux and Shearmur, 2010; 
Asikainen, 2015].
A third group of factors used in considering KIBS companies’ modes of innovation comprises relevant 
expenditures. Innovation studies have tended to focus on R&D expenditures, but R&D is much less 
prevalent in the service industries than in manufacturing. T-KIBS are an exception here, and some firms 
are very R&D-intensive. Traditionally these first of all include internal and external R&D infvestments 
[Rodriguez, Camacho, 2010; Rodriguez et al., 2015]. However, KIBS companies frequently lack specialized 
R&D departments and place much emphasis on the role of human capital [Schricke et al., 2012]. Therefore 
in-house and external staff training and other personnel development activities become important areas 
for expenditures [Corrocher et al., 2009; Asikainen, 2015; Rodriguez et al., 2015]. 
As in other industries, another major spending area, often the largest, can also be understood as 
expenditures on external sources of knowledge and information. This includes the acquisition of 
specialized equipment, software and other information and communication technologies as well as data 
procured from consulting companies [Doloreux, Shearmur, 2010; Rodriguez, Camacho, 2010]. Finally, 
the protection of intellectual property is an important innovation-related investment area [Asikainen, 
2015]. Patents are not particularly relevant for most in the KIBS sector, though there are exceptions for 
some T-KIBS. However, copyright, trademarks, and other mechanisms can be used. In common with 
many industries, less formal methods of protection, such as secrecy and employee confidentiality are 
often used [Miozzo et al., 2016; Schricke et al., 2012].
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Data and methodology
The data used in this study of Russian KIBS derives from a survey (“Monitoring of Knowledge-Intensive 
Business Services in Russia” study conducted by the HSE ISSEK in 2013). A two-stage quota sampling 
method was used. Quotas for company location3 were first established and followed by quotas set for 
company size and industry. The data thus date from before the external political and, subsequently, the 
economic crisis that began in 2014. The sample consists of firms in ten KIBS industries (advertising, 
marketing, audit, information technology, HR consulting, engineering, financial brokerage, legal services, 
property development services, and design). Companies unable to answer questions regarding specific 
features of their innovative behavior were excluded from the original sample of 623 firms, leaving  
477 companies in the final sample.
In terms of company size4, small and medium companies with fewer than 250 employees made up the 
bulk of the sample: 29% were micro-enterprises with 15 employees or fewer, while 42% employed between 
16 and 49 people. In terms of revenue,5 56.6% of companies generated less than 150 million rubles of 
sales turnover, which puts them in the Russian definition of small and medium sized enterprises6. When 
asked about their size relative to other firms in their sector, 46% of the surveyed companies positioned 
themselves as medium-sized and 36% as small.
KIBS companies’ innovation configurations were analyzed using a two-stage procedure similar to that 
employed in earlier studies [Camacho, Rodriguez, 2008; Corrocher et al., 2009; Rodriguez, Camacho, 
2010]. In the first stage, factor analysis was employed (using the principle components analysis technique 
with a varimax rotation); this effectively reduced the number of indicators that we examined to a smaller 
set of distinctive compound variables (factors). In the second stage, scores on these factors were used in a 
cluster analysis (based on the k-means technique), which locates companies belonging to specific clusters. 
The clusters are differentiated in terms of the involved factor scores.
The variables considered in this analysis reflect those discussed in the literature review, taking into 
account what questions actually were asked in the survey. Specifically, we studied the incidence of various 
innovation types across companies. Along with the types described in the Oslo Manual (technological, 
marketing, and organizational innovations), we also took into account communication innovations, i.e., 
the mechanisms companies use to interact with their customers and others. Respondents were asked 
about the introduction of innovations in the current year. Questions about CIS, in contrast, concern the 
preceding three years.
Customers are often a key source of corporate knowledge and information for KIBS firms, and cooperating 
with them in designing and producing services may lead to innovations [den Hertog, 2000]. Three 
variables concern the relationship between the clients’ innovative activities and their demand for KIBS 
(not only in terms of the amount of services required, but also their range and degree of customization). 
Descriptive statistics for these variables are shown in Table 1.

Тable 1. Descriptive statistics

Indicator N
Average

 (0 = no innovation, 
1 = innovation)

Standard 
deviation

Application of technological innovations 477 0.42 0.49
Application of marketing innovations 477 0.29 0.45
Application of organizational innovations 477 0.37 0.48
Application of communication innovations 477 0.40 0.49
When customers’ own innovation activities increase, they step up orders 477 0.36 0.48
When customers’ own innovation activities increase, they extend the 
range of services they order 477 0.32 0.47

When customers’ own innovation activities increase, they order more 
customized services 477 0.18 0.39

Source: calculated by the authors.

3 The survey was carried out in large cities from those Federal Districts which contributed more than 10% to GDP in 2012. The 
five federal districts and cities were: Central (Moscow, Voronezh), North-West (St. Petersburg), Volga (Kazan, Nizhny Novgorod, 
Samara), Siberia (Krasnoyarsk, Novosibirsk, Omsk, Tomsk) and Ural (Yekaterinburg, Chelyabinsk).

4 In line with the criteria specified in the Federal Law № 209-FZ “On development of small and medium entrepreneurship in the 
Russian Federation” (as amended on 03.07.2016).

5 In line with the Regulation No. 101 “On maximum revenue from each small and medium enterprises group” of 09.02.2013. 
However, now income from entrepreneurial activities are used to classify SMEs rather than revenue (Regulation No. 265 of 
04.04.2016). 

6 37.7% of companies did not provide data on their revenue.
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As all variables in Table 1 are binary, the averages can be interpreted as the percentage of firms reporting 
this sort of innovation, or giving an affirmative answer to the questions. We see from these results that 
each of the types of innovation was reported as undertaken by a minority of the KIBS, though this was 
always substantial (ranging from 29% for marketing innovations to about 40% for the other types). Inno-
vation on the part of customers is seen as driving demand for KIBS to a lesser extent: the least significant 
effect was reported in terms of increasing demand for customized services. Only around a third of the 
firms reported increases in the range or volume of services required.
Figure 1 presents data on the shares of KIBS firms undertaking two, three, or four of the discussed types 
of innovation. It is clear that many companies focus only on one type of innovation, with two innovations 
reported only marginally more so than no innovations at all (about 20% of the companies).
We can contrast firms of different types (in terms of their size and the services they provide), in terms of 
innovation types, but we must first explore how these variables relate to one another. By so doing we will 
reduce the number of variables, and thus make the analysis more concise.

Factor and Cluster Results
Factor analysis results are presented in Table 27. Three factors with eigenvalues greater than 1 account for 
more than 62.5% of the variance8. 
The most striking feature of these results is that different types of innovation emerge as distinctive and 
independent dimensions, with one exception: communication and marketing innovations are closely 
related. The implication is, with this exception, that there is little tendency for one or another innovation 
to accompany each other in this sample of KIBS firms, despite the assertion that is often made in the 

Тable 2. Factor analysis results

Indicator
Factor

Marketing Technologies 
and Scale

Organisational Changes 
and Customization

Application of technological innovations –0.11 0.57 –0.01
Application of marketing innovations 0.53 –0.03 –0.07
Application of organizational innovations –0.07 0.04 0.60
Application of communication innovations 0.52 –0.01 –0.01
When customers’ innovation activities increase, they step up orders 0.06 0.52 –0.13
When customers’ innovation activities increase, they extend the range of 
services they order 0.01 0.35 0.31

When customers’ innovation activities increase, they order more customized 
services –0.02 –0.10 0.61

Kaiser-Meyer-Olkin (KMO) sampling adequacy measure 0.507

Bartlett’s sphericity test
Approximate chi-square value 550.282
Number of degrees of freedom 21
Significance 0.000

Source: calculated by the authors.

Figure 1. Numbers of types of innovations implemented by KIBS (%)

No one

One

Two

Three

Four

20.3

4.8

15.1 

23.3

36.5 

Source: calculated by the authors.

7 Factor analysis is, strictly, not applicable to non-parametric data, and our variables are binary. However, many researchers find 
the application of these methods useful for pointing out meaningful patterns in the data, as appears to be the case in the present 
study.

8 We validate the sample adequacy with the Kaiser-Meyer-Olkin test and the strength of correlation between variables using 
Bartlett’s test of sphericity. Both tests indicate that the factor analysis could be applied to the data with an accepted level of 
relevance.
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literature that technological and organizational change will necessarily go hand-in-hand. If there are 
such relationships, the data suggests that there are lags of various sorts involved, so the innovations do 
not happen simultaneously. 
The first factor, which we label “Marketing”, involves innovation activities dealing with marketing and 
communication. We interpret this factor as those activities aimed at attracting new clients and retaining 
existing ones, promoting services, and maintaining relationships with customers (and other partners). 
A study of innovation patterns across a wider range of services in Poland [Szczygielsk, Grabowski, 
2014] arrived at a similar conclusion as to such a distinctive marketing factor. There is no substantial 
association between the measures of client demand and this factor. It is plausible that KIBS firms that 
are experiencing growing customer demand are not encouraged to engage in new marketing efforts. 
The second factor, which we label “Technologies and Scale”, reflects companies’ focus on technological 
innovations. Our data does not distinguish between product and process innovations (both are regarded 
as technological), but the result appears consistent with those of Rodriguez and Camacho [Rodriguez, 
Camacho, 2010] who identify a factor that reflects companies’ orientation towards product innovation. 
In addition, our factor relates also to customers’ innovation activity: innovative clients require more and, 
to a lesser extent, a wider range of services from KIBS. Technologically innovative KIBS firms seem to 
be subject to demand from such clients, which suggests that innovative customers, having their own 
new products and processes, require more services to support these. Technological innovation may be 
used by a KIBS firm to extend its scale of operation and to support the introduction of new services. 
Finally, the third factor is labeled “Organizational Changes and Customization”, since it brings together 
the application of organizational innovations on the part of the KIBS firm, with innovative customers 
requiring a wider range of services and, in particular, more customized services. A factor that described 
companies’ focus on organizational innovations was also identified in the course of analyzing the Italian 
KIBS sector [Corrocher et al., 2009].
Factor analysis reduces the number of variables but does not reveal their distribution at the corporate level 
[Doloreux, Shearmur, 2013], thus creating the need for further analysis. The k-means clustering technique 
was applied with the so-called “elbow rule” determining the optimal number of clusters (at the level after 
which a distinctive break of the scree plot occurs) [Mooi, Sarstedt, 2011]. Six clusters were identified, which 
represent groups of companies with relatively similar innovative characteristics (Table 3).
The non-innovative companies cluster was the largest, about 25% of the total sample of firms that report 
little innovation of any type.9 Such a cluster was also identified over the course of European studies of 
KIBS [Asikainen, 2015] and is found in studies of innovation configurations in many sectors.10

The organizationally oriented innovators cluster comprises companies that use organizational innovations 
and whose customers, as they step up their own innovation activity, demand increasingly customized 
services. Companies in this cluster achieve low scores in terms of technological innovation, and even 
more so in terms of marketing or communication. Marketing-oriented innovators tend to actively apply 
the latter but in turn do not apply organizational innovations (and are not distinguished in terms of 
technological innovation). 
In contrast, firms in the technological innovators cluster apply exclusively product and process 
innovations and do not create or use marketing ones. Some international studies put companies 
oriented only towards product innovations (a subset of technological innovations) into a specific 
cluster of their own [Camacho, Rodriguez, 2008]. The non-technological innovators cluster comprises 
companies specializing in marketing, communication, and organizational innovations, similar to the 
ones presented in [Rodriguez, Camacho, 2010].

Тable 3. Cluster analysis results

Cluster
Factor

Number of 
companiesMarketing Technologies 

and Scale
Organizational Changes  

and Customization
Non-innovative –0.61 –0.65 –0.78 121
Organizationally oriented innovators –0.81 –0.33 0.89 103
Marketing-oriented innovators 1.41 0.12 –0.74 89
Technological innovators –0.69 1.30 –0.44 78
Non-technological innovators 1.09 –0.69 1.19 60
All-round innovators 0.78 1.60 1.19 26
Source: calculated by the authors.

9 This figure is somewhat larger than the indicator listed in Figure 1 as not undertaking innovations, since the factor scores used in 
this part of the analysis also take demand into account. 

10 It is worth noting that the share of Russian manufacturing companies that are innovative also remains modest [Gokhberg at al., 
2010].
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Finally, the all-round innovators cluster is the smallest one (just over 5% of the respondents). Companies 
in this group apply all of the above innovation types — technological, marketing, organizational, 
and communication ones. Indicators such as organizational change and customization (1.19) and 
technologies and scale (1.60) tend to have higher values in this cluster than in those specializing in 
the aforementioned relevant innovation types (organizationally oriented (0.89 for the first factor) and 
technological innovators (1.30 for the second factor), respectively). With many types of innovation being 
reported, we can expect that these companies display very high levels of innovation activity and quite 
possibly are ones that are changing their business models.
Now, membership in these clusters is quite likely to be related to the sorts of knowledge that a particular 
type of KIBS employs. We can examine how different broad classes of KIBS firm fall into the six clusters 
identified above. It could be expected that industries providing services with properties that are more 
material, and closer to those of goods (e.g., computer software), tend to display more technological 
innovations unlike those producing less tangible (and often more unique) services (e.g., consulting firms) 
[Doloreux, Shearmur, 2010]. Similar results were obtained by Amara et al. [Amara et al., 2016] who 
reported that firms operating in technology-based industries are more likely to be the developers of 
process innovations than their counterparts from traditional professional industries. However, the latter 
more frequently implements strategic innovations. Figure 2 depicts the distribution of P-KIBS, T-KIBS 
and C-KIBS11 across the clusters. 
As we would expect, T-KIBS are particularly active as technological innovators, though a surprising share 
of these firms are not active innovators. This suggests that these firms are primarily engaged in rather 
basic technology transfer and, perhaps, in some minor customization activity for standard products to 
meet specific client needs. There are also very few of these firms in the “non-technological” cluster, which 
tends to attract the other types of KIBS (The firms undertaking two of the innovation types thus appear 
to be combining organizational and marketing innovations). The T-KIBS firms do fairly often employ 
organizational innovations without technological innovations. Рresumably such firms have established 
services that they are coming to produce through new organizational forms, for example, to work on  
a larger scale. Note too that there are a number of all-round innovators who are T-KIBS.
A smaller, but still substantial, share of companies specializing in professional business services (P-KIBS) 
are also non-innovative. Among the innovative P-KIBS, organizationally oriented innovators are the 
most numerous, while relatively few report focusing on technological innovation (non-technological 
and marketing innovators are more common). This is not so surprising given that their knowledge base 
is more a matter of social and administrative systems. In the future, it may well be that new technologies, 
such as those related to data analytics, will make inroads into professional services12, but this has yet to 
happen in Russia.
Innovative providers of creative business services (C-KIBS) resemble P-KIBS in many ways, but strikingly 
feature a large share of firms who develop and apply marketing and communication innovations, and 
who combine this with organizational innovations. We can interpret this as confirming that customers 
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11 P-KIBS include audit, HR consulting, financial intermediation, legal services and property development services; T-KIBS include 
information technologies and engineering; advertising, marketing and design are considered C-KIBS.  

12 Cf [Susskind, Susskind, 2015].
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play an important role in the use of such companies’ innovations [Marasco et al., 2011], but further study 
would be required to explain their low presence in the “non-technological” cluster.
We can further examine the propensity to fall into one or another cluster by seeing how it relates to the 
various company sizes studied in the survey,13 which revealed several patterns (Figure 3). 
Most notably, the firms who assessed their companies as small in relation to the rest of the market 
had a larger share of non-innovative companies, but a much smaller share of firms with the all-round 
innovator profile. It is common in innovation surveys to find that firm size is positively correlated with 
the propensity to undertake innovations. It is interesting to note that here the tendency appears to be for 
(relatively) smaller firms to more commonly to avoid undertaking multiple innovations. They actually 
tend to pursue technological innovations more often than larger firms. It is possible that we see here more 
young companies with less need to work on restructuring their marketing or organizational features.
It is the relatively large firms that are the least likely to enter the non-innovator cluster, and more likely to 
be all-round or non-technological innovators than medium and small firms. Otherwise, relatively large 
and medium-sized firms have fairly similar profiles.

Conclusions
We have analyzed the innovation activities of Russian KIBS companies. The KIBS industries are widely 
recognized to be important in terms of their own innovations and their support in helping foster 
innovation in client industries. They are, however, very heterogeneous and there is great need to deepen 
our understanding about the types of innovations they undertake. A detailed analysis of their innovation 
patterns and strategies could be useful for government efforts to promote industrial innovation. Failing 
to identify and explain the varied innovation profiles may undermine the efficacy of relevant policies.
The bulk of the sample in the survey reported here consists of small and medium-sized enterprises, as 
is typical of KIBS and many other services. The first point to make is that the majority of firms were 
innovative in one way or another and actually reported one or more innovations in the previous 
year. While a sizeable number of firms (especially the smaller firms) did not report innovation activity, 
several different patterns emerged concerning those who engaged in one or more types of innovation. 
We found that innovation clusters vary not just in terms of the type of innovation, but also in terms 
of the relationship between the demand for knowledge-intensive business services and customers’ 
own innovation activity in terms of the amount, range, and degree of customization of the services 
they procure. A comparative analysis of companies belonging to different KIBS segments (P-, T-, and 
С-KIBS) and operating on different scales (in their own estimation of size relative to other firms in their 
sector) allowed us to group them into the following clusters: non-innovative companies, organizationally 
oriented, marketing-oriented, non-technological, technological, and all-round innovators.
It was demonstrated that relative size matters. For example, as KIBS companies’ assessment of their 
own size in relation to the market grows, the share of all-round innovators among them also increases, 
and that of non-innovators diminishes. The clusters are not industry-specific: in each of the clusters, 
including non-innovators and all-round innovators, P-KIBS, T-KIBS, and C-KIBS firms are represented. 
There are, however, differences in their propensity to engage in certain innovative activities. Thus, 
T-KIBS companies are largely concentrated in the technological innovators cluster, C-KIBS firms in 
the cluster specializing in marketing and communication innovations, and P-KIBS predominantly use 
organizational innovations. 
Further research would help overcome the limitations of our study and provide a deeper understanding 
of KIBS companies’ innovation mechanisms. Different aspects of innovation activities were beyond the 
purview of this study (expenditures on different functions, the use of different sources of information, 
the involvement of clients in co-production, and so on) and should be examined. Different types of 
innovation can be examined in terms, for example, of the degree of novelty (to the firm/sector/world; 
whether it is radical or incremental, etc.). The scope for differentiating between product (new service) 
and process innovation should be explored. Barriers to innovation, and drivers of activity, can also be 
considered, and may be of particular interest to policymakers. We have speculated about the reasons for 
the distinct relationships that emerge between different types of client demand and different types of 
innovation on the part of the KIBS firms. More investigation is required to establish the causal processes 
behind these correlations. While further study is certainly necessary, this essay has, hopefully, contributed 
to the exploration of distinctive patterns of innovation in this important, but rather neglected, part of 
the economy.

The article was prepared within the framework of the Basic Research Program at the National Research University 
Higher School of Economics (HSE) and supported within the framework of a subsidy by the Russian Academic Excellence 
Project ‘5-100’. The authors gratefully acknowledge the valuable comments and suggestions by Sergey Shvydun (HSE).
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13 We relied on the respondents’ estimates of their company size in relation to the market. This approach was chosen due to the 
great heterogeneity in KIBS. For example, in 2013, the recruitment and personnel management services market was estimated 
at 18–35 billion rubles, the audit and managerial consulting services market at 81 billion rubles, the legal services market at  
160–200 billion rubles, and the advertising market at 419 billion rubles [Berezin, 2016].
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Abstract

Eco-innovation plays an increasingly important role for 
the competitiveness of companies. It opens up new 
market opportunities due to the growing demand for 

eco-friendly products and can increase business efficiency. 
Using a dynamic capabilities lens, this article analyzes the 
relationships between various types of eco-innovation 
(product, process and organizational) and firm efficiency 
in the context of less innovative and more innovative 
companies. We use data from an online survey of Slovenian 
companies that have implemented eco-innovations as part 
of their operations. Statistical tests include an analysis of 
variance and a linear regression analysis.

We find that organizational eco-innovation positively 
affects firm efficiency at all companies independent of 
their innovation potential, while process eco-innovation 
is positively associated with firm efficiency only among 
more innovative companies. In addition, at less innovative 
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companies, firm age positively affects firm efficiency, 
suggesting that older and less innovative companies may 
enjoy learning curve benefits derived from experience. 
However, firm size has a positive effect on firm efficiency 
at more innovative companies, suggesting that more 
innovative companies may benefit from economies of scale. 
In general, more innovative companies are more likely to 
engage in eco-innovation and more likely to derive cost 
benefits (efficiency) from different types of eco-innovation.

The main limitations of our analysis are the subjective 
data on the level of firms’ innovation and efficiency, the 
cross-sectional study design, and the single-country setting. 
Further in-depth longitudinal studies could better model 
the direction of causality between the implementation of 
eco-innovation and business efficiency, obtain objective 
data on business innovation, and ensure a more detailed and 
nuanced exploration of dynamic firm capabilities.
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To pursue and achieve environmental sustainability, companies around the world increasingly 
engage in eco-innovation. Eco-innovation is defined as the “introduction of any new or significantly 
improved product (good or service), process, organizational change or marketing solution that 

reduces the use of natural resources (including materials, energy, water and land) and decreases the 
release of harmful substances across the lifecycle” [European Commission, 2012, p. 8]. Eco-innovations 
facilitate the transition from a traditional or “linear” economy to an environmentally sustainable, “circular” 
economy. The circular economy is grounded in the three “R” principles—Reduce, Reuse and Recycle 
[Bourguignon, 2016; Ness, 2008; Su et al., 2013]. It promotes the adoption of closed-loop and cleaner 
production processes and increases the efficiency of resource use in order to achieve a better balance 
between and harmony among the three pillars of sustainability: economy, environment and society 
[Ghisellini et al., 2016]. Eco-innovations cannot be implemented successfully without environmental 
awareness and environmental responsibility on the part of both producers and consumers. Ample prior 
research demonstrates that both companies’ environmental consciousness and customers’ purchasing 
choices are needed in order to facilitate the transition to a more circular economy [Agan et al., 2013; 
Hojnik, Ruzzier, 2016b; Horbach et al., 2012; Li, 2014]1. 
Although both consumers and producers are important stakeholders in the adoption of eco-innovation, 
there is tension in the process of creating and capturing environmental, social, and economic value. This is 
because the creation of customer value through eco-innovation does not guarantee the capture of economic 
value by the producer. Many consumers clearly derive tangible and intangible benefits from eco-innovations. 
Increasingly consumers are looking for environmentally friendly alternatives and are willing to pay higher 
prices for such products [Chen, 2013]. Thus, producers are expected to provide proper design, production, 
sales and recycling in order to meet consumers’ demands for “green” products [Sarkar, 2013]. Consumers 
not only push companies to act in an environmentally responsible manner but also expect to reap private 
environmental benefits from eco-products such as cost and energy savings; improved product quality and 
durability; better repair, upgrade and disposal opportunities; and reduced health risks [Kammerer, 2009].
The effect of eco-innovation on producers’ performance is far less clear. On the one hand, companies 
engaged in eco-innovation can derive cost savings by reducing raw material usage and energy dependency, 
which increases efficiency and improves competitiveness [EASAC, 2015]. The opportunity to realize cost 
savings (e.g., energy or material savings) is indeed one of the main reasons for investing in eco-innovations 
[Belin et al., 2011; Govindan et al., 2014; Horbach, 2008; Montabon et al., 2007). On the other hand, firm 
efficiency depends upon the type of eco-innovation, as only the most advanced eco-innovations will 
have the potential to generate cost savings and add to firm efficiency [Kesidou, Demirel, 2012]. In light of 
these tensions, we ask: (1) What specific types of companies are more likely to invest in eco-innovation?  
(2) What is the effect of different types of eco-innovation (i.e., product, process, and organizational) on firm 
efficiency?
To develop our theoretical argument, we build upon the dynamic capabilities perspective [Eisenhardt, 
Martin, 2000; Teece et al., 1997), which is an extension of the resource-based view [Piening, Salge, 2015; 
Wernerfelt, 1984]. We follow Teece et al.’s definition of dynamic capabilities as a firm’s “ability to integrate, 
build, and reconfigure internal and external competences to address rapidly changing environments.” [Teece 
et al., 1997, p. 516]. Our main premise is that more innovative companies are also more likely to engage 
in eco-innovation, as they already have developed capabilities for innovation. Furthermore, we expect 
that eco-innovation is more likely to lead to improved efficiency among more innovative companies. Our 
main contribution is an exploration of the effects of different types of eco-innovation (product, process and 
organizational) upon firm efficiency. In addition, we take a fine-grained approach and explore these effects 
in two sub-samples — more and less innovative companies — in order to provide more detailed insights 
into eco-innovation’s effects on firm efficiency. Empirically, we contribute by documenting eco-innovation 
practices and their effect on firm efficiency in the context of Slovenia, a country that has successfully made 
the transition to an innovation-driven economy [WEF, 2016]. 
Slovenia provides a very appropriate study subject because it is both entrepreneur-friendly and 
environmentally-conscious. According to the latest GEM (Global Entrepreneurship Monitor) report, the 
level of perceived entrepreneurial opportunities in the country shows an upward trend. Slovenia also ranks 
high (22nd out of 60 surveyed countries) with respect to the societal values concerning entrepreneurship, 
i.e., entrepreneurs are accorded high social status [GEM, 2016]. Slovenia ranks 15th out of 139 countries in 
environmental performance, 12th out of 138 in the number of ISO14001 environmental certificates issued, 
and 28th out of 141 in the Global Innovation Index rankings [Dutta et al., 2016]. Thus, innovation, including 
eco-innovation, is becoming an indispensable part of Slovenian companies’ strategies to survive and achieve 
a competitive advantage [Adalikwu, 2011].
Our paper proceeds as follows. In the next section, we set up the theoretical background and develop our 
research hypotheses. Then, we describe the study’s methodology and sample characteristics and variables. 
The subsequent section reports upon the results, while the final section discusses this paper’s implications 
for theory and practice.

1  See also the extensive literature review by [Hojnik, Ruzzier, 2016a].
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Theoretical background and research hypotheses
We grounded our argument in the dynamic capabilities perspective. Firm-level capabilities are 
conceptualized as the ability of a firm to perform an activity with predictable efficiency over time [Nelson, 
Winter, 1982]. Examples of firm-level capabilities include innovation, marketing, logistics, and customer 
service. Because capabilities are “invisible assets”, and because some of the learning is difficult to articulate 
and transfer to other organizations [Teece, 1981], capabilities are firm-specific and are likely to provide a 
firm with a source of competitive advantage [Barney, 1991].
The capability view of a firm has been extended to the context of dynamic environments, with the idea 
that said firm’s capabilities must be dynamic: companies must constantly adapt, reconfigure and renew 
their resources and capabilities in order to address environmental change and achieve congruence with 
the changing business environment [Teece et al., 1997]. Therefore, dynamic capabilities have been defined 
as the company’s potential to systematically solve problems, sense opportunities and threats, make timely 
decisions, and implement strategic decisions and changes efficiently to ensure that the company is following 
the right path [Li, Liu, 2014, p. 2793]. Dynamic capabilities are thus related to organizational change that 
promotes innovation and, as a result, improves the company’s evolutionary fitness [Makkonen et al., 2014]. 
The dynamic capabilities perspective garnered much attention because a resource-based strategy grounded 
on the simple accumulation of valuable assets/resources, protected by an aggressive intellectual property 
stance, proved inadequate to support a significant competitive advantage [Teece et al., 1997]. To be globally 
competitive, companies need to demonstrate responsiveness and rapid, flexible product innovation, coupled 
with the management capability to effectively coordinate and redeploy market positions and expansion 
paths [Teece et al., 1997].
Applying the dynamic capability perspective to the context of eco-innovation, we can expect that these 
companies that have already developed a firm-level innovation capability to find it easier to engage in eco-
innovation. This is because these companies already have innovation experience, well-established routines, 
and task-management processes in place. In addition, firms that have innovation capabilities are likely to 
have developed the skills to articulate, codify, share, and internalize innovation-related knowledge, which 
can be successfully transferred and used for the launch of eco-innovations. Formally, we hypothesize:

Hypothesis 1: More innovative companies will demonstrate higher levels of eco-innovation compared to less 
innovative companies.

Cost savings are among the main reasons for companies to invest in eco-innovation [Belin et al., 2011; 
Horbach, 2008]. Eco-innovation and better environmental performance can lead to the reduction of several 
expenditures, especially in the following areas: cost of materials, energy and services; cost of capital; cost 
of labor; risk management and relations with external stakeholders [Ambec, Lanoie, 2008]. Based on a 
study of SMEs, Klewitz [Klewitz, 2012] found that companies can benefit from cost savings (increased 
energy efficiency) when dealing with sustainability-related issues. Large financial gains can thus be derived 
from energy and material saving, waste reduction, and addressing lifecycle costs [Shrivastava, 1995]. 
Environmental management practices associated with cost savings include recycling (more efficient use 
of materials tends to reduce the cost structure), proactive waste reduction, and remanufacture (both focus 
on lowering cost structure) [Montabon et al., 2007]. Companies have acknowledged that reuse leads to 
lower costs (i.e., instead of purchasing new materials, they reuse materials and thus are able to lower costs) 
[Govindan et al., 2014]. However, not all eco-innovations pay off. Cost savings associated with firm efficiency, 
which can be attained through the successful implementation of eco-innovation, depend upon the type 
of eco-innovation. This means that cost savings are most closely associated with the most advanced eco-
innovations, which encompass the elimination/reduction or reuse of material waste, while less advanced 
eco-innovations have a lower potential for creating cost savings and contributing to firm efficiency [Kesidou, 
Demirel, 2012]. Although empirical results are mixed, the majority of research points out the significance 
of cost savings for process eco-innovations [Triguero et al., 2013]. In addition, environmental technologies 
have the potential to decrease operating costs by exploiting ecological efficiencies [Shrivastava, 1995]. 
Overall, companies that focus on green product, process and managerial innovations are likely to increase 
their savings, efficiency, and productivity [Chiou et al., 2011]. Formally, we hypothesize:

Hypothesis 2: Eco-innovation will positively impact firm efficiency.

Methodology
Data collection and sample
The main objective of this study is to explore the relationship between different types of eco-innovation 
(product, process and organizational eco-innovations) and firm efficiency. Data on specific types of eco-
innovation at the firm level are usually not available from published sources. To overcome this difficulty, we 
used a survey (an e-mail questionnaire distributed to environmental managers and directors of Slovenian 
companies that use eco-innovations within their entrepreneurial activity), which we sent out in November 
2014. The survey was e-mailed along with a cover letter explaining the general purpose of the study, and 
anonymity was guaranteed in order to increase the response rate. A comprehensive literature review was 
undertaken prior to designing the survey instrument to ensure the reliability and validity of the measures. 
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Table 1. Sample characteristics 

Characteristics

Firm’s Innovativeness Level
Low (98 companies) High (125 companies)

Number of 
companies Percentage Number of 

companies Percentage

Firm size

Micro company 32 32.7 20 16
Small company 30 30.6 38 30.4
Medium company 22 22.4 34 27.2
Large company 14 14.3 33 26.4

Firm age

3 years or fewer 1 1 3 2.4
4-9 years 9 9.2 6 4.8
10-19 years 21 21.4 18 14.4
20 years and more 67 68.4 96 76.8

Type of industry Service industry 79 80.6 53 42.4
Manufacturing industry 19 19.4 72 57.6

Type of commerce 
transactions

Business-to-business (B2B) 58 59.2 55 44
Business-to-customer (B2C) 40 40.8 69 55.2
Both (B2B and B2C) - - 1 0.8

Internationalization (operating on foreign markets) 52 53.1 99 79.2
Have EMAS environmental certificate 1 1 3 2.4
Have ISO 14001 environmental certificate 28 28.6 58 46.4
Source: compiled by the authors.

In addition, prior to data collection, the survey was pre-tested for content validity. First, eight experienced 
researchers were asked to critique the questionnaire for ambiguity, clarity and appropriateness of the used 
terminology. Second, we asked five environmental managers to discuss the questionnaire, comment on term 
appropriateness and identify any vagueness. Based on their feedback, the questionnaire was adjusted. Over 
a three-month period (November 2014 through February 2015) and after three reminders, we collected 
223 completed questionnaires out of the 6,564 companies to which we sent the questionnaire, resulting 
in a response rate of 3.40%. A low response rate was expected, since the questionnaire was only available 
online and only companies that engage in eco-innovation activities were asked to respond (in order to 
avoid excluding any companies that are active in eco-innovation, the questionnaire was sent to the entire 
population of companies).
As we discuss in more detail below, the sample was next divided into two sub-samples: more innovative 
companies (N = 125 companies) and less innovative companies (N = 98 companies). Table 1 reports the 
characteristics of the two sub-samples.
The two sub-samples differ in size distribution.2 The subsample of less innovative companies includes more 
micro companies (32 companies) and fewer large companies (14 companies), while in the subsample of 
the more innovative companies the situation is reversed (there are 33 large companies and only 20 micro 
companies). The majority of the companies in both sub-samples are 20 or more years old. With respect 
to industry distribution, more innovative companies are predominantly in manufacturing, while less 
innovative companies operate mainly in service-related industries. All companies in the analyzed sample 
deploy some sort of eco-innovation, however, the more innovative companies are more likely to have 
garnered environmental certificates (EMAS or ISO14001).

Variables
Both the dependent and independent variables are measured using multi-item scales. Prior to running the 
regression calculations, we ascertained the validity and reliability of the measurement model using factor 
and reliability analysis. We factor-analyzed each of our independent variables, i.e., eco-innovation type 
(e.g., product, process, or organizational eco-innovation) and our dependent variable, firm efficiency (the 
extraction method was Maximum Likelihood, and the rotation was Direct Oblimin).
Product eco-innovation was measured using a six-item, seven-point Likert-type scale, adapted from [Chen 
et al., 2006; Chen, 2008; Chiou et al., 2011] and ranging from 1 (“strongly disagree”) to 7 (“strongly agree”), 
with 4 as the neutral anchor. We first conducted an exploratory factor analysis, which showed that all six 
items loaded on a common factor — product eco-innovation. The value of the Kaiser-Meyer-Olkin (KMO) 
measure for sampling adequacy was 0.846, which can be interpreted as excellent, because it is above 0.80 
and suggests that there are high enough correlations between variables for suitable use of factor analysis. 
In addition, Bartlett’s test of sphericity showed a statistically significant value (chi-square = 712.159;  

2  We used the European firm size classification criteria, as follows: micro companies (fewer than 10 employees); small companies 
(10-49 employees); medium-sized companies (50-249 employees); and large companies (250 employees and above). See http://
ec.europa.eu/eurostat/statistics-explained/index.php/Glossary:Enterprise_size.
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df = 15; p = 0.000), meaning that the correlation matrix has significant correlations. The communality index 
showed good communalities for almost all items (above the threshold of 0.2), and the explained variance is 
estimated to be 55.245%. 
Five items measured process eco-innovation [Chen et al., 2006; Chen, 2008; Chiou et al., 2011]. The 
exploratory factor analysis also extracted a single factor, which explained 68.441% of total variance. The 
Kaiser-Meyer-Olkin measure for sampling adequacy (KMO = 0.861) and Bartlett’s test of sphericity (chi-
square = 807.261; df = 10; p = 0.000) showed good results. 
Six items were used to measure organizational eco-innovation [Cheng, Shiu, 2012]. The exploratory factor 
analysis extracted a single factor which explained 78.368% of the total variance. The Kaiser-Meyer-Olkin 
measure for sampling adequacy (KMO = 0.901) and Bartlett’s test of sphericity (chi-square = 1454.634; df = 
15; p = 0.000) also showed good results.
Following Sharma and Vredenburg [Sharma, Vredenburg, 1998], we measured efficiency (our dependent 
variable) with a six-item, seven-point Likert-type scale. An exploratory factor analysis was conducted, 
and regression factor scores were saved and used in further analysis, as for all eco-innovation types. The 
extraction method used was Maximum Likelihood, and the rotation was Direct Oblimin. The exploratory 
factor analysis for firm efficiency also extracted only one factor, explaining 71.637% of the total variance. 
The Kaiser-Meyer-Olkin measure for sampling adequacy (KMO = 0.860) and Bartlett’s test of sphericity 
(chi-square = 1275.002; df = 15; p = 0.000) showed good results. 
The results from the factor analysis are reported in Tables 2 and 3.
Since we are interested in whether more innovative companies are also more likely to develop eco-innovation, 
we introduced a grouping variable, “company innovativeness”. We identified whether a company is more 
or less innovative based on the following three statements: 1) Company has launched a new product or 
service at the global level; 2) Company has launched a new product or service in the company’s offering, 
even though similar products or services already exist on the market; and 3) Company has expanded the 
present offering with new types. Companies were asked to estimate to what extent the above statements 
held true for them (using a 7-point Likert-type scale, ranging from 1 = not true at all to 7 = completely true). 
We classified companies as more or less innovative by a median split of the sample (the three items were 
summed up and divided by three). In our regression estimations, we also controlled for firm size, firm age 
and type of industry. 

Table 2. Description of factor items and their loadings

Items Factor item loadings
Product eco-innovation

The company is using environmentally friendly materials 0.888
The company is improving and designing environmentally friendly packaging for existing and new products 0.866
The company is recovering the company’s end-of-life products and recycling 0.811
The company chooses product materials that consume the least possible amount of energy and resources for 
conducting product development or design

0.659

The company uses the smallest possible amount of materials to create the product for conducting product 
development or design

0.634

The company deliberately evaluates whether the product is easy to recycle, reuse and decompose when 
conducting product development or design

0.532

Process eco-innovation
Low energy consumption of materials such as water, electricity, gas and petrol during production/use/disposal 0.924
Recycle, reuse and remanufacture of materials 0.909
Use of cleaner technology to generate savings and prevent pollution 0.808
The manufacturing process of the company effectively reduces the emission of hazardous substances or waste 0.758
The manufacturing process of the company reduces the use of raw materials 0.716

Organizational eco-innovation
Our firm management often uses novel systems to manage eco-innovation 0.930
Our firm management often collects information on eco-innovation trends 0.929
Our firm management often actively engages in eco-innovation activities 0.891
Our firm management often communicates about eco-innovation information with our employees 0.888
Our firm management often invests substantially in R&D on eco-innovation 0.866
Our firm management often communicates about experiences among various departments involved in eco-
innovation

0.801

Firm efficiency
Reduction in material costs 0.919
Reduction in process/production costs 0.908
Increased process/production efficiency 0.839
Increased productivity 0.816
Increased knowledge about effective ways to manage operations 0.812
Improved product quality 0.774
Source: compiled by the authors based on [Chen et al., 2006; Chen, 2008; Chiou et al., 2011; Cheng, Shiu, 2012; Sharma, Vredenburg, 1998].

Hojnik J., Ruzzier M., Manolova T., pp. 103–111



108  FORESIGHT AND STI GOVERNANCE      Vol. 11   No  3      2017

Innovation in Companies

Table 3. General characteristics of factors

Factors Number of factors extracted Eigen- value Cronbach’s alpha
Product eco-innovation 1 3.735 0.866
Process eco-innovation 1 3.739 0.912
Organizational eco-innovation 1 4.919 0.956
Firm efficiency 1 4.583 0.938
Source: compiled by the authors.

Table 4. Correlations, means and standard deviations of all variables

Product eco-
innovation

Process eco-
innovation

Organizational 
eco-innovation

Firm 
efficiency

Firm age Firm size Type of 
industry

Product eco-innovation 1
Process eco-innovation 0.737** 1
Organizational eco-innovation 0.622** 0.644** 1
Firm efficiency 0.410** 0.473** 0.532** 1
Firm age 0.128 0.160* -0.017 0.138* 1
Firm size 0.040 0.091 -0.011 0.201** 0.346** 1
Type of industry 0.176** 0.176** 0.071 0.153* 0.160* 0.240** 1
Mean value 4.61 5.46 4.34 3.94 2.63 1.44 0.41
Standard deviation 1.51 1.38 1.59 1.53 0.692 1.067 0.493
Notes: 
**Correlation is significant at the 0.01 level (2-tailed); *correlation is significant at the 0.05 level (2-tailed).
Control variable Firm age was coded as follows: 0 = 3 or fewer years, 1 = 4-9 years, 2 = 10-19 years, 3 = 20 or more years.
Control variable Firm size was coded as follows: 0 = micro company, 1 = small company, 2 = medium-sized company, 3 = large company.
Control variable Type of industry was coded as follows: 0 = service-related industry, 1 = manufacturing industry.
Source: compiled by the authors.

Before proceeding with the regression analysis, we checked for multicollinearity. We examined the 
Variance Inflation Factor (VIF), which is a widely used measure of the degree of multicollinearity of the i-th 
independent variable with the other independent variables in a regression model [O’Brien, 2007]. Various 
rules of thumb for values of VIF have appeared in the literature (rule of 4, rule of 10, etc.); however, when the 
VIF exceeds these values, these rules often are interpreted as casting doubt on the results of the regression 
analysis [O’Brien, 2007]. In our case, all VIF values were below the recommended threshold of 4, alleviating 
multicollinearity concerns (the highest VIF value was 2.539, and the lowest VIF value was 1.056).
Table 4 reports the means, standard deviations, and correlations for all variables entered into the regression 
analysis.

Results
We tested Hypothesis 1 by running an analysis of variance (t test). We found significant differences 
between less and more innovative companies across all three types of eco-innovation (product, process and 
organizational eco-innovation). The results are reported in Table 5. Thus, Hypothesis 1, which stated that 
more innovative companies would demonstrate higher levels of eco-innovation compared to less innovative 
companies, was fully supported.
In order to test the relationship between the different types of eco-innovation and firm efficiency, we 
continued with a linear regression analysis. In addition to testing the main relationship between eco-
innovation and firm efficiency, we also controlled for the effects of various factors that may affect firm 
efficiency (firm size, firm age and type of industry in which the firm operates). Linear regression analysis 
was conducted separately for each sub-sample, that is, for the less innovative companies (Table 6) and the 
more innovative companies (Table 7).
For the sub-sample of less innovative companies (Table 6), the tested model is statistically significant 
(sig = 0.000; F = 6.803). Organizational eco-innovation is significantly and positively associated with firm 
efficiency while the other two types of eco-innovation (i.e., product and process eco-innovation) do not 
exert a statistically significant effect on firm efficiency. Among the control variables (firm age, firm size and 
type of industry), only firm age has a significant effect on firm efficiency while neither firm size nor type of 
industry affect firm efficiency at less innovative companies.
In the sub-sample of more innovative companies (Table 7), the model is also statistically significant (sig = 
0.000; F = 12.000). Results indicate a positive and significant effect of both process and organizational 
eco-innovation on firm efficiency. However, we do not find any significant relationship between product 
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eco-innovation and firm efficiency; this indicates that, similar to less innovative companies, product eco-
innovation also does not contribute to firm efficiency at more innovative companies. When controlling for 
the effect of various factors such as firm size, firm age and type of industry, we find that only firm size has  
a positive effect on firm efficiency, while firm age and type of industry do not have a significant effect.
Collectively, the results from the two regression estimations provide partial support for Hypothesis 2, as in 
both sub-samples some types of eco-innovation are positively associated with firm efficiency. Furthermore, 
the association between eco-innovation and firm efficiency is more robust in the sub-sample of more 
innovative companies, in that both organizational and process eco-innovations positively affect firm 
efficiency, whereas in the sub-sample of less innovative companies only organizational eco-innovation 
demonstrates a significantly positive effect.

Discussion and conclusions
Based on the empirical evidence provided above, we can conclude that more innovative companies 
demonstrate higher levels of eco-innovation compared to less innovative companies. This supports the 
dynamic capability explanation [Teece et al., 1997] which posits that more innovative companies will 
demonstrate higher levels of eco-innovation compared to less innovative companies because they have 
already developed the requisite processes for engaging in, completing, sharing, and storing the outputs from 
the innovative process. In addition, more innovative companies tend to be more likely to implement more 
complex eco-innovation types (such as process eco-innovations) and also appear to be more capable of 
reaping benefits from the implementation of eco-innovations. Our results indicate that at more innovative 
companies, two types of eco-innovation — process and organizational eco-innovation — lead to better 
firm efficiency, while at less innovative companies, only organizational eco-innovation contributes to firm 
efficiency. It is also worth noting that organizational innovation is the least complex form of eco-innovation, 
as it requires fewer resources (human and financial) and knowledge. 
Our finding that process eco-innovation positively affects firm efficiency at more innovative companies 
is in line with the findings of [Triguero et al., 2013]. Furthermore, we found empirical evidence that 
organizational eco-innovation positively affects firm efficiency at both more and less innovative companies, 
which corresponds to the findings of [Chiou et al., 2011]. However, we did not find any empirical evidence 
to support the notion that product eco-innovation contributes to firm efficiency, for which prior research 
[Chiou et al., 2011] found a positive link. 
In addition, when controlling for the effects of firm size, firm age and type of industry, we found that, at less 
innovative companies, firm age has a positive effect on firm efficiency, while at more innovative companies, 
it is firm size that affects firm efficiency. It appears that among less innovative companies, older companies 
are more efficient than younger ones. The reason for this may be that older companies have already gained 

Table 5. The results of the t test for the two sub-samples based on company innovativeness  
(sub-groups of less innovative companies and more innovative companies)

Variables
Firm’s Innovativeness Level

t-testLow High
Mean SD Mean SD

Product eco-innovation 4.21 1.57 4.92 1.39 –3.582**
Process eco-innovation 5.09 1.45 5.75 1.25 –3.633**
Organizational eco-innovation 3.83 1.54 4.74 1.52 –4.407**

Notes: *p < 0.05; ** p < 0.001.
Source: compiled by the authors.

Table 6. OLS Regression Estimates of the Effects on Firm Efficiency (Less Innovative 
Companies)

Model
Unstandardized 

Coefficients
Standardized  
Coefficients t-test Sig.

B Std. Error Beta
(Constant) –0.997 0.323 –3.086 0.003
Product eco-innovation 0.168 0.121 0.175 1.386 0.169
Process eco-innovation –0.005 0.126 –0.006 –0.041 0.967
Organizational eco-innovation 0.402 0.117 0.406 3.432 0.001*
Firm age 0.312 0.132 0.231 2.373 0.020*
Firm size 0.107 0.085 0.118 1.254 0.213
Type of industry 0.025 0.229 0.010 0.108 0.914

Notes: Dependent variable: firm efficiency, *p < 0.05.
Source: compiled by the authors..

Hojnik J., Ruzzier M., Manolova T., pp. 103–111
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Table 7. OLS Regression Estimates of the Effects on Firm Efficiency  
(More Innovative Companies)

Model
Unstandardized 

Coefficients
Standardized  
Coefficients t-test Sig.

B Std. Error Beta
(Constant) 0.022 0.295 0.074 0.941
Product eco-innovation –0.172 0.126 -0.154 –1.369 0.174
Process eco-innovation 0.357 0.130 0.316 2.753 0.007*
Organizational eco-innovation 0.460 0.106 0.449 4.335 0.000*
Firm age –0.114 0.112 –0.081 –1.015 0.312
Firm size 0.174 0.074 0.191 2.359 0.020*
Type of industry 0.074 0.145 0.038 0.506 0.614

Notes: Dependent variable: firm efficiency, *p < 0.05.
Source: compiled by the authors.

trust, market position, and a reputation on the market in addition to knowledge of how to become more 
efficient in their operations. Among more innovative companies, however, firm size has a positive effect 
on firm efficiency; that is, the larger the company, the greater the firm efficiency. In sum, less innovative 
companies may have learning curve economies, whereas more innovative companies may enjoy economies 
of scale.
Our study is not without limitations, which need to be taken into consideration when interpreting its results. 
First, the cross-sectional research design does not permit us to ascertain the direction of causality. Thus, 
our findings should be considered exploratory and be further confirmed through a longitudinal study 
design so as to better model the direction of causality. Second, we only have data from a single country. 
Still, we believe our results are generalizable to economies similar to Slovenia with regard to the level of 
economic development and economic structure. Third, we have subjective data on the level of innovation 
and efficiency. A fruitful direction for future research would be to corroborate our findings using objective 
data on firm innovation (including eco-innovation) and firm performance. In addition, future research 
should also consider and directly measure dynamic capabilities, which could work as an antecedent of 
the relationship between eco-innovation and firm efficiency. As such, we could precisely determine which 
factors contribute to the eco-innovation effect on firm efficiency. Moreover, the model could be tested by 
employing structural equation modeling on a larger sample in order to explore the differences between 
more and less innovative companies.
Limitations notwithstanding, our exploratory study has implications for both management theory and 
managerial practice. To start with, our study strongly suggests that more innovative companies are also 
more likely to implement eco-innovations. An important managerial implication from our findings is 
that companies should invest more in innovation and be more open to eco-innovation, for two reasons. 
First, eco-innovation opens up new market opportunities (through the deployment of different types of 
innovations) and second, eco-innovation has the potential to improve firm efficiency and, consequently, to 
increase a company’s competitiveness. Further, we find that, at more innovative companies, both process 
and organizational eco-innovations lead to better firm efficiency, while at less innovative companies, only 
organizational eco-innovation contributes to firm efficiency. Based on these findings, we suggest that 
managers should invest more in innovation generally, because a more innovative company is more likely 
to deploy other types of innovation, such as eco-innovations in this case. This, in turn, will lead to greater 
firm efficiency, since eco-innovations (process and organizational eco-innovation) positively contribute to 
firm efficiency. Finally, with regard to management theory, future research should be oriented towards a 
finer-grained exploration of dynamic capabilities, which seem to represent a strong foundation for more 
innovative companies. Our findings imply that, when exploring the effects of eco-innovation on business 
performance or, in our case, on firm efficiency, we should also consider the innovativeness of the company 
and distinguish between more innovative and less innovative companies. More innovative companies are 
likely to invest more aggressively in eco-innovation and probably deploy more advanced types of eco-
innovations, which in turn has a positive effect on firm efficiency.
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