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A Review of the Knowledge Worker as 
Prompt Engineer: How Good is AI at Societal 

Analysis and Future Predictions?

Abstract

What is the literature on AI missing for prompting 
engineering so far, and how good are these ser-
vices at Societal Analysis and Future Predictions? 

A literature review and laboratory tests were conducted us-
ing different AI services. 

This study provides an extensive list of research gaps 
based on an analysis of existing literature. Furthermore, it 
demonstrates that AI with well-crafted prompts performs as 
well as or better than senior intelligence analysts in Societal 

Analysis and Future Predictions. The literature and analysis 
make it clear that the role of the prompter, to ensure reliabil-
ity, must be divided into two parts: Prompt Engineering and 
Information Quality Control (IQC), which in this context is 
distinct from Prompt Answer Engineering. This study also 
proposes a working process in the form of a model for us-
ing AI in information or intelligence gathering. Additionally, 
it outlines the rationale for why top managers’ salaries are 
likely to decrease as a result of these developments.

Keywords: prompt engineering; AI; ChatGPT; Crystal Bowl 
Conundrum; total intelligence society; knowledge worker; 
information worker; intelligence analyst; competitive intelligence; 
business intelligence; market intelligence
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Introduction
Since ChatGPT’s launch in November 2022, there 
have been significant changes in information and 
knowledge work. This study outlines these shifts, 
highlights challenges, and proposes new methodolo-
gies, frameworks, and models as suggested in the lit-
erature. It also puts forward a list of areas for future 
studies, all with the help of AI and accredited as such.
Various terms describe professionals working with 
information and knowledge. At the broad end Knowl-
edge Workers possess specialized expertise in creat-
ing and using knowledge. Information Workers focus 
on processing and distributing information, relying 
heavily on technology. At the narrower end, Intelli-
gence Analysts analyze and interpret data to support 
decision-making in different sectors. Similar profes-
sions include data analysts, financial analysts, and 
market researchers. 
Healthcare providers and transportation workers 
are two examples of professions experiencing a rap-
id digital transformation. Professions not primarily 
concerned with information, such as manual labor-
ers, service workers, skilled tradespeople, farmers, 
and security personnel, are becoming fewer. 
It is no exaggeration to say that we are on the brink 
of the third digital revolution, characterized by the ad-
vent of personal computers, the proliferation of the 
Internet, and now the dawn of artificial intelligence 
(AI). Machines today efficiently sift through large 
datasets, extracting crucial information, and issuing 
alerts based on user-set parameters, thus addressing 
concerns. The professions that work more intensely 
with information, such as intelligence analysts, are 
most affected by these changes in AI. However, is 
there also a way that they work differently with AI 
than other broader groups of knowledge workers? 
A divide has already emerged within the workforce 
regarding AI adoption. Employees skilled in us-
ing ChatGPT plugins effectively are contrasted with 
those still learning the basics, with the latter group 
risking obsolescence in the coming years. This di-
vide is reminiscent of the one observed during the 
emergence of the first personal computers. Employee 
training in prompt engineering and related fields will 
be crucial to prevent the phasing out of entire pro-
fessions. Much focus has been directed at lawyers as 
ChatGPT is good at finding and citing judicial texts, 
but the development affects everyone working with 
information. Artists and their professions face a crisis 
extending beyond replacement by AI, struggling with 
issues of identity and self-worth. And there is even 
now a growing nostalgia for human-made content as 
we move deeper into machine learning.
The new AI paradigm brings other problems, too. The 
‘Garbage In, Garbage Out’ (GIGO) problem has be-

come more dire. Organizations have largely turned 
to big data for their information needs, shifting their 
focus away from human intelligence (HUMINT) and 
the collecting of information from the front line in 
sales. Instead, decision-makers now tend to better 
trust the information given by AI and the large data 
providers like Gartner and Bombora. The problem is 
that they have less control over the data quality, lead-
ing to increased reliance on potentially irrelevant and, 
at worst, inaccurate information. Moreover, competi-
tors are all buying the same data, which again leads to 
the same conclusions about the market among com-
petitors. 
State intelligence services, for their part, are adapt-
ing too, rapidly moving towards the vision of an Or-
wellian ‘Total Intelligence Society’, a vision of con-
stant surveillance and the full collection of data foot-
prints left behind by citizens domestically and inter-
nationally. As a counterreaction, advocacy groups are 
pushing for strict surveillance regulations to protect 
people’s privacy. However, households, when pres-
sured economically and when experiencing increased 
crime rates, often prioritize security over privacy.
In this study, we want to consider the state of research, 
identify the research gaps, and determine how good 
AI is at doing its job as a knowledge worker, and, 
more specifically, as an intelligence analyst and data 
scientist. 
Launching cognitive pilots and developing scal-
ing strategies requires collaboration between tech 
experts and business process owners (Davenport, 
Ronanki, 2018). However, current trends suggest that 
AI will even replace prompt engineers, capable of au-
tonomously formulating and asking questions with 
clear direction and problem definition. In the future, 
starting a company might be as simple as asking AI 
to define market opportunities and an accompanying 
set of strategies, with AI creating prompts for all de-
partments within the organization to achieve prede-
termined goals while robots handle production and 
distribution. This vision is no longer quite as utopian 
as previously anticipated. 

Methodology
This paper uses a descriptive approach, providing 
an overview of AI developments over the past year. 
Twenty articles related to prompt engineering, all 
published in 2023 since ChatGPT’s inception, were 
analyzed out of a randomly selected review of more 
than 40 articles from various disciplines and identi-
fied using Google Scholar. Information about the 
concerns and challenges faced by professionals in the 
field was extracted using AskyourPDF, a plugin. The 
material extracted was initially analyzed by ChatGPT 
in a laboratory setting and further examined through 

Soilen К.S., pp. 6–20

1  Garbage in, garbage out (GIGO) is a concept in computer science, according to which incorrect, distorted or low-quality („garbage”) data leads to incorrect 
results, even if the algorithm used in its processing is correct..
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comparison with a test of the ability of AI to analyze 
information and predict future events. 
It is important to note that the models discussed in 
this paper were developed in collaboration with AI 
services. This involved not only ChatGPT but also 
other platforms and services like Bing, BARD, and 
various plugins. Therefore, it is accurate to say that 
the article was co-authored with the assistance of AI, 
which has become a common practice in the produc-
tion of scientific articles. This situation presents an 
ethical dilemma regarding authorship and introduces 
a new risk: the possibility of incorrect information. 
To mitigate this, the author has reviewed and edited 
all content generated by AI. References are provided 
for any text that is AI-generated.

Literature Review
Most scientific articles published on prompt engi-
neering so far are optimistic about AI, and the ma-
jority originate from what we refer to as the “data 
sciences”. While most articles are technical in nature, 
some also address how AI is utilized, for example, in 
education. It is possible that other critical articles that 
do not use “prompt engineering” as a keyword are 
therefore overlooked in this study.
Wang et al. (2023a) express optimism about prompt 
engineering in computer vision, anticipating im-
provements in models and novel applications. They 
advocate for further research and exploration into 
techniques like prompt fine-tuning and knowledge 
distillation to optimize visual recognition systems. Ac-
cording to (Heston, Khun, 2023), prompt engineering 
is essential for the effective use of generative language 
models (GLMs), a type of artificial intelligence (AI) 
that utilizes machine-learning techniques to produce 
human-like text. There is emphasis on the neces-
sity of well-crafted prompts to achieve desired results, 
highlighting their significance in personalized learn-
ing and interactive engagement. The importance of 
prompt engineering is important for effectively using 
Large Language Models (LLMs) like ChatGPT, not-
ing its crucial role in writing and editing (Meyer et 
al., 2023). They point out that prompt engineering re-
quires expertise and is not trivial. The articles are part 
of early calls for everyone to go to YouTube and learn 
how to become a prompt engineer. 
In their survey paper, Liu et al. (2023) underscore 
the importance of prompt engineering, emphasiz-
ing the need for appropriate inputs and effective an-
swer spaces. More importantly, they introduce two 
new key components: “Prompt Template Engineering” 
and “Prompt Answer Engineering”. “Prompt Template 
Engineering” focuses on crafting and refining input 
prompts, involving the development of initial tem-
plates, refinement for clarity and effectiveness, the 
introduction of variables for dynamic user-specific 

data insertion and continuous testing and iteration 
to enhance performance. “Prompt Answer Engineer-
ing” deals with processing and refining AI-generated 
responses to meet user needs, including removing ir-
relevant content, formatting responses for readabil-
ity, applying post-processing steps like translation or 
summarization, and ensuring quality and reliability.
Yeadon and Hardy (2023) raise several critical con-
cerns about the role of prompt engineering in AI in 
physics education, including vulnerability to auto-
mated completion, difficulty in discerning AI-written 
text, rapid advancements in AI, and other ethical 
considerations. These concerns highlight the need for 
educators to stay aware of AI’s evolving capabilities 
and adapt their teaching methods accordingly. Said 
differently, there came a point this winter when many 
teachers around the world realized that they had to 
move away from written to oral examinations. In 
the cases when teachers did not adapt, the students 
quickly gained an advantage and were able to im-
prove their grades. 
Beganovic et al. (2023) also emphasizes the impor-
tance of good prompt engineering in using ChatGPT 
effectively during its rapid development phase. Al-
kaissi and McFarlane (2023) tested the same prob-
lems using BARD, while Henderson et al. (2023) 
studied the consequences of AI speech services. They 
also acknowledge the challenges of good advice de-
velopment and the process of creating a pattern cata-
logue. The authors highlight the need for excellent cue 
design examples to attract cue designers and simplify 
the rapid construction process. They also point to the 
time and effort required to develop effective prompts 
and discuss the potential benefits of incorporating 
rapid model catalogues into the construction process 
to enhance ChatGPT’s performance. “Prompt Tuning 
with Rules (PTR)” is a technique that may involve the 
fine-tuning of prompts using specific rules or con-
straints to improve the performance and relevance of 
AI models’ responses. A “pattern catalogue in AI” re-
fers to the collection of predefined patterns, templates, 
or best practices used to solve common problems in 
AI development. It provides a structured approach 
to designing and implementing solutions, offering 
guidance on various aspects ranging from design pat-
terns and data preprocessing to algorithm selection, 
deployment strategies, ethical considerations, and se-
curity practices. “Cue design” in AI involves creating 
cues or signals that AI systems use to communicate 
with users. Effective cue design enhances user expe-
rience and trust, providing visual, auditory, haptic, 
interactive, and textual cues to create intuitive and 
engaging AI applications.
Lou et al. (2023) raise two specific concerns about 
prompt engineering: its lack of user-friendliness and 
application constraints. These concerns highlight the 
need for more user-friendly prompt engineering tech-
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niques and an exploration of alternative instruction 
types for various natural language processing (NLP) 
tasks. Liu et al. (2023) outline critical considerations 
for prompt engineers, including the selection of 
prompt templates and verbalizers, the impact on rec-
ommendation performance, challenges like data con-
straints, and issues related to knowledge transmis-
sion and injection. Wang et al. (2023b) delve into the 
effectiveness of various prompt designs on Boolean 
query generation, offering insights into each design’s 
strengths and limitations. Fiannaca et al. (2023) ex-
press concerns regarding prompt programming chal-
lenges, highlighting the need for tools that support 
prompt creation and editing effectively. Watson et al. 
(2023) highlight potential safety and security issues 
in prompt engineering, noting that crafting effective 
prompts is as crucial as the engineering aspect itself.
On non-technical contributions, Bondielli et al. (2023) 
discuss challenges in multimodal fake news detection, 
emphasizing the need for models that understand the 
interplay between text and image in disinformation 
generation. Seidenglanz and Baier (2023) describe 
mixed feelings toward AI in the PR world, advocat-
ing for a shift in focus in PR education toward more 
reflective practice and critical thinking. Budhwar et al. 
(2023) highlight the potential risks and challenges as-
sociated with AI innovations, including job displace-
ment and the need for skill development. Mahmood et 
al. (2023) address content repetitiveness in voice inter-
actions, suggesting further exploration of prompt en-
gineering to improve voice assistant behavior. Chang 
et al. (2023) raise ethical concerns due to reliance on 
prompt engineering, as it shifts responsibility from the 
model to the engineer, potentially leading to biased or 
misleading outputs and GIGO problems.
Srivastava et al. (2023) also mention concerns re-
lated to bias, safety, and correctness in chatbots due 
to prompt engineering. Bahrami et al. (2023) high-
light the limitations of manual design in prompting 
methods, emphasizing the need for more automa-
tion. Zhang et al. (2023) outline challenges in using 
AI tools in design, including parameter adjustment, 
understanding domain-specific terms, generating re-
alistic images, balancing designer intent and AI ac-
curacy, interpreting architectural styles, providing 
output variation, and integrating AI into design prac-
tice. Thoring et al. (2023) express concerns about the 
complexity of prompt engineering in AI-supported 
design, foreseeing it as a future skill for designers 
but noting the challenge of creating prompts that 
accurately capture design context and requirements. 
These first reactions to AI in the months following its 
launch are mostly within what could be expected and 
resonate well with what experts have expressed dur-
ing TV and media interviews.
Based on the review, we selected 20 of the most rel-
evant articles for an analysis of content (Table 1). The 

findings from the analysis of the 20 scientific articles 
will be further explained as shown in Table 2.  
The findings highlight the multifaceted challenges 
and opportunities in prompt engineering, emphasiz-
ing the need for careful consideration of ethical is-
sues, including how to avoid fake news, automation, 
user experience, and the balance between art and 
engineering in developing effective prompts. The fu-
ture of prompt engineering appears promising but re-
quires continuous effort in addressing its limitations 
and ethical concerns while exploring its potential in 
various applications, including computer vision and 
beyond.
So far, this paper has provided a comprehensive over-
view of various concerns and considerations raised by 
scholars regarding AI and prompt engineering. How-
ever, there are also critical comments and areas that 
are not explicitly addressed in the literature, what we 
understand as research gaps (Table 3).
These are concerns not yet raised in the existing liter-
ature for the keyword “prompt engineering”. A study 
with numerous keywords may detect more articles 
and fewer gaps. 
Addressing these areas is crucial for a more holistic 
understanding and the responsible practice of AI and 
prompt engineering. We will come back to how they 
can be addressed. 
However, how does one evaluate AI’s performance as 
an active information worker? To find out, we per-
formed a laboratory test of Societal Analysis using 
different AI applications and plug-ins. 

Testing Capabilities of Analysis and 
Predictions: Business Intelligence
The author uses the term Business Intelligence to de-
scribe the practice of using software for Competitive 
and Market Intelligence. During the last several years, 
industry has tended to prefer the terms “insights” 
and “intent data” to “intelligence”, but the meaning 
is much the same: important information for making 
decisions. 
What are the major differences as we go from BI to 
AI? Kumar (2017) pioneered the description of how 
information analysis has been transformed due to the 
advent of Artificial Intelligence (AI). In data-driven 
decision-making, it is imperative to understand the 
fundamental differences between Business Intelligence 
(BI) and AI: While BI is proficient at transforming ex-
tensive and diverse data into a coherent narrative and 
presenting clear data visualization, it typically does not 
provide actionable insights or suggest specific manage-
rial decisions. The primary focus of BI is to enhance 
the efficiency of data collection, reporting, and anal-
ysis processes. This allows businesses to improve the 
quality and consistency of their data collection efforts. 
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Currently, BI providers are diligently working to in-
corporate AI capabilities into their software. Over the 
past three years, there has been a 50% increase in the 
adoption of BI solutions, according to the industry 
itself. Companies such as SAP, Microsoft, Oracle, and 
Tableau have developed BI tools that are designed to 
revolutionize various traditional business functions, 
including but not limited to Human Resources, Sales, 
and Marketing.
A significant trend in the BI sector is the movement 
toward self-service analytics. This approach allows us-
ers to access and analyze data without excessive re-
liance on support, with a focus on user-friendly BI 
tools and a simplified data model. In the past, indi-
viduals lacking technical expertise had to depend on 
centralized data teams for their data inquiries, lead-
ing to delays between data requests and the acquisi-
tion of insights. Today, business professionals are 

given access to the data insights they need promptly, 
in real-time when possible, facilitating informed and 
timely decision-making. AI is a driving force behind 
this transformative change. A consequence is that 
Cloud Solutions are bowing to the advantage of Edge 
Computing, whereby applications are run as close as 
possible to where the data is generated.  

AI’s Proficiency in Foresight (Holistic Approach) 
and Forecasting (Data-Driven): The Crystal Bowl 
Conundrum
In this section of the paper, we explore AI’s capabili-
ties in making foresight (qualitative and quantitative) 
and forecasting (predominantly quantitative) predic-
tions, illustrated with simple examples in the form of 
prompts in a laboratory setting (Table 4).
These predictions are speculative and based on current 
trends and developments, according to the ChatGPT 

Table 1. Summary of the Selected Articles for Literature Review, by Field

Authors Object  
of Analysis

Concerns

Data science
Bahrami et 
al., 2023

Automation & 
Optimization 

The template and mapping function in the prompting method need to be designed manually, 
which can be a limitation
The authors suggest that automating the process of choosing suitable verbalizations and devel-
oping automatic template generation algorithms could address these concerns.

Srivastava et 
al., 2023

Development & 
Ethical Consider-
ations

The authors caution that reliance on prompt engineering raises ethical issues and risks. They 
mention that prompt engineering can potentially lead to biased or misleading outputs, as the 
responsibility of generating accurate and unbiased responses is shifted from the model to the 
prompt engineer. 

Chang et al., 
2023

Development & 
Ethical Consider-
ations

The authors have concerns about the repetitiveness of content in voice interactions. They ob-
served that ChatGPT's responses can be repetitive, which was also pointed out by participants 
in their interviews. This repetitiveness can make the interactions tire-some for users.

Mahmood 
et al., 2023

User Experience 
& Interaction

This article addresses the difficulty of multimodal fake news detection, the need for models 
combining multiple modalities, and the importance of understanding the inter-play between 
text and images in generating disinformation. While the sources do not provide a comprehen-
sive list of risks, it can be inferred that the risks of fake news in-clude spreading misinforma-
tion, manipulating public opinion, eroding trust in the me-dia, and potentially influencing 
social, political, and economic outcomes.

Bondielli et 
al., 2023

Multimodal 
Challenges

The authors mention that prompt programmers often need to perform editing opera-tions 
over semantically meaningful regions of their prompt, such as inserting examples, renaming 
keywords, and refactoring templates. 

Fiannaca, 
2023

Programming 
& Editing Chal-
lenges

This study explores the effectiveness of different prompt designs and their impact on the quali-
ty of the generated Boolean queries. By comparing the performance of dif-ferent prompt types, 
the researchers gain insights into the strengths and limitations of each approach. 

Wang et al., 
2023b

Effectiveness & 
Impact

Choosing the appropriate prompt template and verbalizer: the authors emphasize that the 
choice of prompt template and verbalizer can greatly impact recommendation performance. 

Liu et al., 
2023

Automation & 
Optimization

The authors emphasize the importance of prompt engineering in the rapid develop-ment 
phase of using ChatGPT. However, they also acknowledge the challenges of good advice devel-
opment and the process of creating a pattern catalogue. 

Beganovic 
et al., 2023

Challenges in 
Prompt Engineer-
ing

The authors posit that the success of LLMs in generating desired outputs is highly de-pendent 
on the choice of text prompts. Prompt engineering involves carefully crafting and iterating on 
the prompts to achieve the desired results. The authors mention that prompt engineering is not 
always trivial and can require expertise.

Meyer et al., 
2023

Success Depen-
dency & Exper-
tise Requirement

The authors emphasize the need for designing appropriate inputs for prompting meth-ods and 
to search for an effective answer space and mapping to the original output. Prompt template 
engineering and prompt answer engineering are two key aspects of prompt engineering.

Liu et al., 
2023

Challenges in 
Prompt Engineer-
ing

They emphasize the need to design appropriate inputs for prompting methods and to search 
for an effective answer space and mapping to the original output. Prompt template engineering 
and prompt answer engineering are two key aspects of prompt engineering.
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Authors Object  
of Analysis

Concerns

Design
Thoring et 
al., 2023

Challenges in 
Prompt Engineer-
ing

The challenge of creating appropriate prompts that capture the design context and requirements

Zhang et al., 
2023

Automation & 
Optimization

AI’s limited understanding of domain-specific design terms and concepts.
AI generating images that are unrealistic or not suitable for architectural purposes.

Lou et al., 
2023 

Application Con-
straints, Effective-
ness & Impact

Not user-friendly: prompt engineering is typically designed for pre-trained language models 
(PLMs) and often involves using incoherent words or internal embeddings pre-ferred by the 
model. However, these prompt designs are difficult for humans to under-stand and may run 
counter to human intuition. 

Watson et 
al., 2023

Art & Engineer-
ing Balance

There is as much art as engineering in developing effective prompts. They also men-tion that 
experimentation with prompts may lead to phenomena never seen before, even in familiar 
models, which can create potential safety and security risks.

Education
Yeadon, 
Hardy, 2023

Ethical & Re-
sponsible AI

Vulnerability to automated completion: unsupervised coding and short-form essays, which 
are commonly used assessment methods are vulnerable to automated completion by language 
models. 

Human Resources
Budhwar et 
al., 2023

Future of Work 
& Skill Develop-
ment

Employers are likely to use these innovations to displace jobs such as software engineers, data 
scientists, and business intelligence analysts. This raises questions about the future of work and 
the need for individuals to develop new skills for interacting with and eliciting knowledge from 
these AI tools. 

Medical Sciences
Heston, 
Khun, 2023

Challenges in 
Prompt Engineer-
ing

Well-crafted prompts yield good responses from the GLM, while poorly constructed prompts 
can lead to unsatisfactory responses. The authors highlight the importance of prompt engi-
neering in effectively communicating with GLMs to maximize their potential in personalized 
learning, unlimited practice opportunities, and interactive engagement. However, they also 
acknowledge the challenges associated with prompt engineering, such as ensuring accuracy, 
mitigating bias, maintaining privacy, and avoiding excessive reliance on technology. 

PR / Communications
Seidenglanz 
et al., 2023

Ethical & Re-
sponsible AI

While the concerns are clear - ethics, responsibility, accountability, transparency, compe-
tence, and social impact – the solutions to them require systemic changes and long-term 
approaches. Responding to AI as a wicked problem, complex and with many known and 
unknown unknowns, requires a reorientation of the PR/Comms profession’s focus. 

Review Paper
Wang et al., 
2023a

Future Directions 
& Optimism

The authors of the review paper are optimistic about the future of prompt engineering in com-
puter vision. They believe that prompt engineering has the potential to revolutionize the field 
by improving current models and enabling the creation of novel applications

Note: This and subsequent tables are based on the content generated by the OpenAI service ChatGPT. Data retrieved within the period July 
10 – September 9, 2023, from https://www.chatgpt.com.

disclaimer, but they are also of the same quality or 
better than what many humans (intelligence analysts, 
futurists or researchers) can produce, based on the 
same data. 
The predictions given by ChatGPT can also change 
depending on the date asked and what words were 
used in the prompt without changes to the quality of 
the analysis. The AI is also good at explaining each 
part in depth when follow-up questions are asked. 
The comprehensive analysis delivered to the follow-
up questions is even of higher quality and could 
not have been done by most entry-level analysts 
with a university education. We tried this for all ten 
predictions and even extended the list to twenty 
predictions with the same quality in the responses. 
We want to know the sources of these answers, but 
this is not possible with the current 4.0 version of 
ChatGPT. There are, however, AI systems that pro-
vide sources. 

Comparing ChatGPT to Bing and Chatsonic
While Bing can display its sources, these typically in-
clude horoscopes and webpages of similar quality, re-
sulting in predictions that are not only unreliable but 
fundamentally different and false. 
We also tested a third AI chat, Chatsonic, for com-
parison. Although the predictions from Chatsonic 
are less convincing and substantial than those col-
lected from ChatGPT, one advantage of Chatsonic 
is that it provides more quality links, like Pew Re-
search. 
When we inquired further about the three sources 
used, the AI provided a vague response, attributing 
the insights to “general knowledge”. Even after press-
ing the AI for more details, considering it cited three 
specific sources, the system merely clarified that a sig-
nificant amount of information from these sources is 
consistent with general knowledge. 

Table 1 continued
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Another issue with all AI services tested is their 
tendency to retract statements only to reintroduce 
them later in the conversation. While this is likely 
to improve in future versions, the necessity of such 
roundabout communication remains questionable. 
This problem is referred to as the Crystal Bowl Co-
nundrum in this study. It describes a situation where 
answers are given without adequately citing sources, 
where the explanations regarding the origin of the 
information are unclear, and where the output of an-
swers changes if the prompter objects. This is akin to 
the response one might expect from a fortune teller 
who seeks returning customers, posing a risk for any 
commercially developed AI. A closely monitored AI 
developed within a closed-end political system, like 
a dictatorship, would represent another form of the 
Crystal Bowl Conundrum risk.

Kumar et al. (2017) identified a similar issue, refer-
ring to it as the Black Box problem: while persis-
tent follow-up inquiries can yield insights, the exact 
workings of the “bowl” in each case remain elusive. In 
future versions of AI it would therefore be expected 
that the user is shown where the information comes 
from and how it was generated. 
The beauty of AI is that we can confront it with its 
own shortcomings. ChatGPT acknowledges the met-
aphorical similarity to a crystal ball but also high-
lights differences: “A crystal ball lacks access to data 
sources and processing capabilities, and it doesn’t 
make predictions in the same manner”, ChatGPT ar-
gues, which is correct. The AI also learns from this 
conversation and improves in future versions. 
AI at Forecasting can also offer probabilistic projec-
tions. For instance, we asked which country would be 

Table 2. Analysis of Articles for the Literature Review

Analysis Explanation of Main Concerns
Challenges in Prompt 
Engineering

Design Complexity: Crafting appropriate prompts that encapsulate design context and 
requirements is challenging.
Limited Understanding: AI struggles with domain-specific design terms and concepts, leading to 
unrealistic or unsuitable outputs for certain applications, such as architecture.
Manual Processes: Template and mapping functions in prompting methods are manually 
designed, limiting the efficiency and scalability of prompt engineering.

Automation & 
Optimization

Automation Need: There is a call for automating the process of choosing suitable verbalizations 
and developing automatic template generation algorithms to address manual limitations.

Ethical & Responsible 
AI

Ethical Concerns: Prompt engineering raises issues related to bias, safety, correctness, ethics, 
responsibility, accountability, transparency, and social impact.
Trust & Reliability: The responsibility shift from the model to the prompt engineer can affect the 
trustworthiness and reliability of Large Language Models (LLMs).

Future of Work & 
Skill Development

Job Displacement: Innovations in prompt engineering may displace jobs, necessitating the 
acquisition of new skills for interacting with AI tools.
Data Ownership & Accountability: Concerns about data ownership, content moderation, and 
decision accountability need addressing.

User Experience & 
Interaction

Repetitiveness: AI responses can be repetitive, affecting user experience.
User-Friendliness: Prompt engineering designs are often not intuitive for non-experts, limiting 
accessibility and usability.

Application 
Constraints

Limitations in NLP Tasks: Short and simplistic prompts may not capture the complexity of real-
world NLP tasks.

Multimodal 
Challenges

Fake News Detection: Understanding the interplay between text and images is crucial for 
multimodal fake news detection.

Art & Engineering 
Balance

Creative Process: Developing effective prompts involves both artistic and engineering skills, with 
experimentation leading to unforeseen phenomena and potential risks.

Programming & 
Editing Challenges

Lack of Predefined Grammar: Prompt programmers face challenges in editing prompts due to the 
absence of a well-defined programming language for prompts.

Effectiveness & 
Impact

Prompt Design Impact: Different prompt designs affect the quality of generated outputs, with the 
choice of template and verbalizer significantly impacting performance in various tasks.

Rapid Development 
& Ethical 
Considerations

Vulnerabilities & Ethical Issues: Rapid advancements bring challenges like vulnerability to 
automated completion, difficulty in discerning AI-written text, and ethical considerations in 
education and other fields.

Success Dependency 
& Expertise 
Requirement

Expertise Needed: Successful prompt engineering requires careful crafting and iteration, with a 
need for expertise in designing appropriate inputs and searching for effective answer spaces.

Future Directions & 
Optimism

Potential in Computer Vision: Prompt engineering is seen as a revolutionary tool in computer 
vision, with optimism about its future applications and improvements to the current models.
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Table 3. Concerns Not Raised in the Literature

the world’s economic superpower in 2026 and 2035 
to observe if there were any variations in the predic-
tions for these intervals: “Who will be the greatest fu-
ture economic superpowers?” The answer given for 
2026 and 2035 is equivalent to that of a good analyst. 
Probabilistic Projections for 2035 are also qualified 
and show a realistic difference from the previous 
2026 period. When we press it on the rivalry between 
the US and EU, the answers are also qualified (see 
Table 5). ChatGPT also explains how it makes the 
calculations (Table 6). ChatGPT allocated 5% or 10% 
to adjust up or down from the baselines, depending 
on the significance of each factor or variable. This 
methodology is of the same quality as found in the 
industry, for example, as explained in the bestselling 
book “Superforecasting” (Tetlock, Gardner, 2016). AI 
can also reflect on its own capacity and abilities in the 
future (Table 7).  
This means that AI can provide analyses of societal 
events as well as or better than many intelligence ana-
lysts or market researchers. It even possesses the ability 
to reflect on its shortcomings, a trait less commonly 
found in humans. Additionally, AI can demonstrate its 
thought processes and continuously improve. 

Another great advantage of AI is that it can show 
different decisions for different stakeholders given a 
specific problem. It can compare our decisions with 
those of our competitors, politicians, activists, and so 
on. (Table 8). This facilitates, for example, the execu-
tion of “war games”, where the computer anticipates 
what opponents will do in response to each of our de-
cisions.

Analysis and Implications
Intelligence analysts can be divided into entry-level, 
intermediate, senior, and advanced analysts. The lab-
oratory test in this study shows that AI can now oper-
ate at the level of a senior analyst, or better. In some 
cases, it can replace strategic thinking and leadership. 
It is worth noting that AI itself thinks it is performing 
less well than a senior analyst, showing some signs of 
modesty. It can also understand geopolitical contexts, 
it has the ability to anticipate human behavior and 
engage in ethical decision-making, which makes it, in 
many cases, as good as an advanced analyst.
In this Brave New World, the role of decision-mak-
ers will change dramatically. CEOs and other top 
managers will no longer be inexplicable magicians 

Analysis Research Gaps
Ethical 
Considerations

While there is a brief mention of ethical concerns, there isn't a deep dive into the ethical considerations 
and dilemmas that engineers might face while working with AI and craft-ing prompts. Issues like privacy, 
consent, and the potential harm AI might cause to indi-viduals or communities are not elaborated upon.

Bias and 
Fairness

Although bias is mentioned, the current research does not extensively discuss the inher-ent biases that 
might be present in AI models and how prompt engineering might inad-vertently amplify these biases. 
There is no discussion on how to mitigate or address these biases effectively.

Transparency 
and 
Explainability

The literature does not address the transparency and explainability of AI models and prompts. It is crucial 
for users to understand how decisions are made by AI and prompt engineers play a role in making AI 
decision-making processes more transparent and un-derstandable.

Accountability 
and 
Responsibility

While there is mention of shifting responsibility, the literature does not delve into who is ultimately 
accountable and responsible when AI models, guided by engineered prompts, make mistakes or cause 
harm.

Regulatory 
Compliance

There is no discussion on the legal and regulatory landscape surrounding AI and prompt engineering. 
Compliance with existing and emerging laws and regulations is crucial for ethical and legal AI 
deployment.

Professional 
Development 
and Training

The need for continuous learning and development for prompt engineers is not ad-dressed. As AI and 
related technologies rapidly evolve, professionals need to stay up-dated on the latest tools, techniques, and 
best practices in the field.

User 
Experience

While user fatigue is mentioned in the context of repetitiveness, there is not a broader discussion on user 
experience, including how to make interactions with AI more user-friendly, accessible, and inclusive for 
diverse user groups.

Security 
Measures

Although safety and security are mentioned, there is not a detailed discussion on the specific security 
measures and protocols that need to be in place to protect AI systems from malicious attacks and 
unauthorized access.

Sustainability The thread does not mention the environmental impact of running large-scale AI models and the 
importance of sustainable practices in AI and prompt engineering.

Public 
Perception and 
Trust

While trust is briefly mentioned, there has not been an in-depth discussion on building and maintaining 
public trust in AI systems and the role of prompt engineering in foster-ing that trust.

Economic 
Impact

While job displacement is discussed, the broader economic impact, including the crea-tion of new jobs 
and industries due to AI and prompt engineering, is not explored.

Soilen К.S., pp. 6–20
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whose decision-making processes can stay murky – 
thus much of their claim to being “business genius-
es” – but will have to select decisions from a prede-
termined menu of traceable intelligence, decisions 
which will again be measured. The system will also 
calculate probabilities for the outcomes of alterna-
tive decisions. This will again affect top managers’ 
salaries, which will become more aligned with those 
of other employees with more responsibility, or so 
could be expected.
The aim of intelligence or insights has always been to 
facilitate better decision-making. With AI systems, 
we will witness the full integration of these functions. 
Management with AI support means that employees 
choose a decision from a menu of options and can see 
the sources of the information and understand how it 
is analyzed. We are already there.

For the moment, though, in version GPT-4 we are 
more concerned with AI “hallucinations” and other 
types of errors given to us as output for our queries. 
All this information will need to be checked through 
both human discernment and algorithmic cross-
checks. At present, this development necessitates new 
professional functions at the organization: the Infor-
mation Quality Control (IQC) Manager or employ-
ee. The term is used as a parallel to the well-known 
Quality Manager, who ensures that all products of 
the company meet consistent standards. The IQC 
function is entrusted with the crucial responsibility 
of meticulously vetting data for inaccuracies before 
the intelligence is passed on in the system to deci-
sion-makers. It is vital to separate this function from 
the one person making the AI queries, the prompter. 
Liu et al. (2023) make a similar, but distinct, sepa-

Table 4. Application of AI for Societal Analysis

Question: «Can you give some speculative predictions about what can happen in 2024?»

Area Prediction
AI and 
Automation 
Proliferation

AI might permeate even more aspects of daily life, from automated transport systems and smart homes 
to personalized health and wellness advice.
The job market may experience a shift, with an increased demand for specialists who can manage and 
optimize AI systems, while some traditional jobs might face obsolescence due to automation.

Sustainable 
Technologies

AI might permeate even more aspects of daily life, from automated transport systems and smart homes 
to personalized health and wellness advice.
The job market may experience a shift, with increased demand for specialists who can manage and 
optimize AI systems, while some traditional jobs might face obsolescence due to automation.

Space 
Exploration

Space tourism might become more accessible to the public, with several private companies potentially 
offering suborbital flights.
There may be significant advancements in exploring Mars, and perhaps, the establishment of the initial 
phases of a human colony on the red planet.

Healthcare 
Innovations

Telemedicine and remote healthcare services might become the norm, providing healthcare access to 
remote and underserved areas.
Advancements in personalized medicine, utilizing genetic information to tailor treatments, might 
provide breakthroughs in managing chronic and genetic conditions.

Global Politics 
and Economy

The global economy might witness new leaders emerging, with countries that have managed to harness 
technology and sustainable practices effectively taking the lead.
The geopolitical landscape might shift with the emergence of new alliances and partnerships, 
particularly in response to global challenges like climate change and cybersecurity threats.

Education and 
Remote Work

Hybrid models of work and learning might become more established and refined, providing people 
with flexible options to manage their work-life balance.
Educational institutions might incorporate more technology-driven learning experiences, such as VR 
and AR, to enhance remote learning.

Cybersecurity With the increasing reliance on digital platforms, cybersecurity might become a critical concern for 
individuals, corporations, and nations alike.
New forms of cybersecurity threats might emerge, necessitating the development of advanced defense 
mechanisms.

Social Media and 
Virtual Reality

Social media might evolve to incorporate more elements of virtual and augmented reality, providing 
more immersive and interactive online experiences.
Virtual reality might become a common platform for social interaction, work, and entertainment.

Biotechnology Advancements in biotechnology might enable breakthroughs in combating diseases, aging, and even 
enhancing human capabilities.
Ethical debates regarding bioengineering and genetic modifications might become more prevalent.

Cultural and 
Social Shifts

Societies might witness shifts in cultural and social norms, particularly in response to technological 
advancements and global challenges.
Issues like privacy, data security, and ethical use of technology might become central to societal debates 
and policymaking.
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Item Explanations
Starting Point Begin with a baseline assumption that, given historical data and the status quo, the US and the EU have 

an equal chance (50-50) of being in second place by 2035.
Adjusting for 
Economic 
Momentum

The US has shown consistent economic growth and resilience in the face of global challenges. Given its 
historical trajectory and the dynamism of its economy, we might adjust the probability in favor of the 
US by an additional 10%. This brings the US to 60% and the EU to 40%.

Technological 
Leadership

The US has historically been at the forefront of technological innovation, especially in sectors that are 
expected to drive future economic growth (e.g., AI, biotech). Given this advantage, we might further 
adjust the probability in favor of the US by another 5%. This brings the US to 65% and the EU to 35%.

Geopolitical 
and Regulatory 
Factors

The EU faces challenges related to regulatory complexities, potential geopolitical tensions, and internal 
unity. These challenges might hinder its economic growth relative to the US. Adjusting for these factors, 
we might further tilt the probability in favor of the US by another 5%. This brings the US to 70% and 
the EU to 30%.

Final 
Probabilities

Based on the above adjustments, the final qualitative estimates are 70% for the US and 30% for the EU.

Table 5. AI Probability Assessments on the Prospects for the Greatest Future Economic Superpowers

Table 6. Explanations by ChatGPT on How it Makes the Calculations

ration between “Prompt Template Engineering” and 
“Prompt Answer Engineering,” where the first formu-
lates input prompts and the second processes the an-
swers to meet the needs of quality and reliability for 
the decision-maker. In its work, IQC must be able to 
use sources other than AI systems, such as books and 
observations, including non-digital sources.
A working process for an intelligence analyst could 
look like the figure below.
A number of other knowledge workers, such as 
researchers and librarians, may not necessarily work 
with a separate IQC simply due to budget reasons 
but will need to perform these controls themselves 
and are already doing so. In professions where the 

implication of accurate information or intelligence 
is essential, such as financial analysts, data scientists, 
and intelligence analysts, it will often be required.
If the analyst or researcher wants to stay relevant, he 
must engage with YouTube University courses, delve 
into the intricacies of prompt engineering, master 
Python programming, and experiment with the latest 
plugins designed for ChatGPT, all of which are im-
proving daily. 
The focus is no longer solely on the accuracy of the 
information obtained, but also on the speed of its 
delivery, the seamless integration of various software 
applications, and the dynamics of collaborative group 
work. Currently, any piece of information can be easi-

Country / 
Region AI Estimation Statements

AI answers on question ‘Who will be the greatest economic superpowers in 2026?’
China There is a high probability (70%-80%) that China will continue its trajectory to become the world's largest 

economy by 2026, given its growth rates and strategic initiatives.
US There is a moderate probability (50%-60%) that the US will maintain its position as the world's top or second-

largest economy, depending on various internal and external factors.
Europe/
EU

There is a high probability (70%-80%) that the EU will remain a major global economic bloc, but it is unlikely to 
surpass the US or China in terms of total GDP.

AI answers on question ‘Who will be the greatest economic superpowers in 2035?’
China There is a high probability (70%-80%) that China will be the world's largest economy by 2035. However, its 

growth rate might be closer to that of developed economies.
US There is a high probability (65%-75%) that the US will be the second-largest economy. Its influence in tech, 

finance, and global diplomacy will remain significant
Europe/
EU

There is a moderate to high probability (60%-70%) that the EU will maintain its position as a major global 
economic bloc. Its role in global diplomacy, trade, and technology will be crucial

AI assessments of the comparative positions of US and Europe/EU as future economic superpowers
US There is a high probability (70%-80%) that the US will hold second place in terms of GDP by 2035. The US's 

strengths lie in its technological innovation, financial markets, energy resources, and entrepreneurial ecosystem. 
Additionally, the US dollar's role as the world's primary reserve currency provides economic leverage.

Europe/
EU

There is a moderate probability (20%-30%) that the EU could surpass the US to take second place. While the 
EU has a large and diversified economy, several challenges might hinder its growth relative to the US. These 
challenges include demographic decline, regulatory complexities, and potential geopolitical tensions within and 
outside the union.

Soilen К.S., pp. 6–20
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Table 7. Ref lections of AI on its Own Capacity and Abilities in the Future

Areas of AI  
Сapabilities

Perspective
Five years ahead Ten years ahead

Enhanced Data 
Processing and 
Analysis

AI will be able to sift through vast amounts of data 
at unprecedented speeds, making the process of 
data collection and preliminary analysis more ef-
ficient. This will allow intelligence professionals to 
focus on more complex tasks that require human 
intuition and judgment.

Advanced AI models might be able to not only 
process data but also predict future trends based 
on historical data and current events. This predic-
tive capability could be invaluable for both market 
research and state intelligence services.

Automated 
Open Source 
Intelligence 
(OSINT)

AI will become a primary tool for OSINT. It will 
be able to monitor public sources in real-time, 
translate languages instantly, and detect anomalies 
or important information based on predefined cri-
teria. This will significantly enhance the capabilities 
of state intelligence services and business intelli-
gence professionals.

AI-driven OSINT tools might be able to identify 
disinformation campaigns, trace their origins, and 
provide counter-strategies. They could also inte-
grate data from various sources to create a compre-
hensive picture of a situation or market trend.

Decision Sup-
port Systems

AI will assist decision-makers by providing them 
with data-driven insights and recommendations. 
For market researchers, this means better consumer 
insights, product recommendations, and market 
entry strategies.

AI systems might be integrated into the decision-
making processes of organizations and state agen-
cies, offering real-time insights and even simulat-
ing the outcomes of potential decisions.

Human-AI Col-
laboration

The intelligence profession will see a rise in hybrid 
teams of humans and AI working together. While 
AI handles data processing and pattern recogni-
tion, humans will handle tasks requiring emotional 
intelligence, cultural understanding, and ethical 
considerations.

Training and collaboration methods will evolve, 
with professionals learning to work alongside AI 
more seamlessly. There might be specialized roles 
focused solely on interpreting and guiding AI 
analyses.

Ethical and Se-
curity Concerns

As AI becomes more integrated into the intelligence 
profession, concerns about data privacy, misuse 
of AI, and potential biases in AI algorithms will 
become more prominent. There will be a push for 
regulations and standards.

Advanced security measures will be developed to 
protect AI systems from adversarial attacks. Ethical 
guidelines and international agreements might be 
established to govern the use of AI in intelligence.

Job Transfor-
mation and 
Reskilling

While AI will automate certain tasks, it will also 
create new roles. Professionals will need to reskill, 
focusing on areas where human judgment is irre-
placeable.

The intelligence profession might see a shift in job 
roles, with more emphasis on AI management, in-
terpretation, and strategy than on data collection.

ly converted into structured tables, detailed diagrams, 
and vibrant imagery as we see a rapid Integration of 
Intelligence Analysis and Decision-Making. 

Future Studies
ChatGPT can also suggest future research, even with 
hypotheses to be tested (Table 9). These research proj-
ects and hypotheses are designed to explore in greater 
depth the implications of rapid advancements in AI, 
examining their effects on society, the workforce, and 
individual rights. 
Upon reviewing the suggestions, however, most of 
them seem rather intuitive or more common-sensical. 
Some of the faults can be attributed to the inadequacy 
of the prompts provided. To address this, we refined 
the prompts for this study, and the improved results 
are more relevant (Table 10). 
We can also inquire about the types of apps or tools 
the AI would require to execute these projects, as 
well as identify potential limitations that necessitate 
human intervention for conducting the research. To 
conduct the research projects, a combination of tools, 
apps, and methodologies would be necessary. Below 
is a breakdown provided by ChatGPT (Table 11). 

AI is already nearly capable of independently com-
pleting entire research projects, raising questions 
about the way and the extent to which we perform 
research altogether. The author has in many ways, 
already been reduced to a mere prompter, and this 
development will only become clearer. This calls into 
question the authenticity of being an “author.” It is 
already a collaborative effort. Moreover, the “readers” 
or “receivers” will also increasingly be AI systems as 
we move into a world where information is both pro-
duced and consumed by AI, where humans take the 
role of information administrators and facilitators.
In the production of intelligence, it is crucial to dis-
tinguish between human and machine input. More 
generally, future research should focus on questions 
about ethics and responsibility in decision-making 
involving AI.

Conclusions
The role of the prompter in this paper has been bi-
furcated into two distinct functions: the prompt engi-
neer, who supplies standard prompts, and the Infor-
mation Quality Control (IQC) manager, responsible 
for fact-checking. The separation of these functions is 
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Table 8. Decision Options for Different Stakeholders for a Specific Problem Proposed by ChatGPT

imperative for maintaining reliable intelligence. The 
decision to implement an IQC process hinges on the 
value of information to an organization and is more 
likely to be employed by professionals like financial 
analysts, data scientists, and intelligence analysts. 
This study introduces a model using AI for processing 
information or intelligence and shows the rationale 
for why managers are likely to see lower salaries.
A year into the incorporation of AI, a significant skill 
disparity has emerged between those proficient in 
advanced prompt engineering, often self-taught or 
learned through online platforms like YouTube, and 
those new to AI services.
A recent Nature article (Conroy, 2023) posits that AI’s 
initial use was primarily for grammar checks, coding, 
and summarizations. However, our study suggests a 
more profound penetration of AI among research-
ers, calling into question the nature of independent 

research. We are transitioning to a reality where AI 
not only generates but also analyzes valuable content, 
with humans increasingly taking on supervisory roles. 
Approximately 80% of this article was produced with 
AI assistance, and it is more likely to be thoroughly 
“read” by AI than by humans.
The advent of the Internet saw it become a haven for 
economic fraud. Similarly, AI now facilitates intellec-
tual fraud on a massive scale, with no established wa-
termarking rules, easily removable data origin mark-
ers, and the manipulation of AI services to provide 
misleading assurances of content integrity.
The current literature on prompt engineering has pri-
marily focused on the mechanics of prompt creation, 
such as crafting appropriate prompts and automating 
template generation. Ethical discussions are present 
but lack depth, often touching on safety, correctness, 
ethics, responsibility, accountability, transparency, 

Decision options Description
Politician

Legislation on AI Ethics 
and Privacy

Advocate for and support the creation of stringent regulations that address the ethical use of 
AI, especially in surveillance, to protect citizens’ privacy rights.

Promote Digital Literacy Launch initiatives to educate the public about the implications of the ‘Total Intelligence Society’ 
and the importance of digital literacy in the age of AI.

Support AI Research 
and Development

Allocate funds and resources to foster AI research, ensuring that the nation remains at the 
forefront of technological advancements.

Collaborate with 
Intelligence Analysts

Engage with intelligence analysts to harness AI’s potential in policy-making, leveraging real-
time data and insights.

Public Communication Use AI-enhanced tools to analyze public sentiment and tailor communication strategies, 
ensuring transparency and building trust

Manager of a Large Law Firm
AI-enhanced Legal 
Research

Invest in AI tools that can swiftly sift through vast legal databases, extracting relevant case laws 
and statutes.

Continuous Learning Encourage attorneys to undertake courses on AI, prompt engineering, and related technologies 
to stay updated and competitive.

Client Data Protection Implement robust AI-driven cybersecurity measures to protect client data, given the increasing 
risks in the digital age.

Automate Routine Tasks Use AI to automate routine tasks such as contract analysis, ensuring that attorneys can focus on 
more complex legal challenges.

Collaboration Platforms Adopt AI-enhanced collaboration platforms that allow for seamless integration of diverse 
software applications, fostering efficient teamwork.

University School Teacher
AI in Curriculum Integrate AI topics into the curriculum, ensuring students are prepared for the evolving job 

market.
Personalized Learning Utilize AI tools to offer personalized learning experiences, tailoring content to individual student 

needs.
Engage with Digital 
Tools

Familiarize oneself with AI plug-ins and tools like ChatGPT to enhance teaching methodologies 
and stay updated.

Promote Authentic 
Content Creation

While acknowledging the rise of AI in content creation, encourage students to produce «100% 
made by humans» content, emphasizing the value of human touch in creativity.

Collaborative Learning Leverage AI-driven platforms that promote collaborative learning, allowing students to work 
together on projects and assignments in real-time.

Soilen К.S., pp. 6–20
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Table 9. ChatGPT-Proposed Future Research Projects

Project topic Hypotheses to be tested
1. The Impact of 
AI on Content 
Authenticity

1. The proliferation of AI-generated content will lead to a decline in the perceived authenticity of digital 
content.

2. The “100% made by humans” label will become a sought-after mark of authenticity in various content 
domains.

3. The majority of consumers will be unable to distinguish between AI-generated and human-generated 
content without explicit labeling.

2. The Role of 
AI in Decision-
Making Pro-
cesses

4. Decision-makers who utilize AI tools will make more informed decisions compared to those who rely 
solely on traditional methods.

5. The reliance on AI for decision-making will lead to a reduction in the time taken to make complex 
decisions.

6. There will be an increased demand for Information Quality Control Managers (IQCM) at organiza-
tions that heavily rely on AI-driven insights.

3. The Di-
chotomy in the 
Workforce due 
to AI Profi-
ciency

7. Individuals proficient in AI tools and plugins will have a competitive advantage in the job market 
compared to their counterparts.

8. Organizations with a higher percentage of AI-proficient employees will report increased efficiency 
and productivity.

9. The gap between AI-proficient individuals and novices will widen, leading to potential socio-eco-
nomic disparities.

4. The Implica-
tions of the ‘To-
tal Intelligence 
Society’

10.The ‘Total Intelligence Society’ will lead to increased public concerns regarding privacy and indi-
vidual rights.

11. Governments with stringent AI surveillance regulations will have higher public trust ratings com-
pared to those without.

12. The continuous monitoring in the ‘Total Intelligence Society’ will lead to behavioral changes in indi-
viduals, with a potential increase in self-censorship.

5. The Evolution 
of Education in 
the Age of AI

13.Educational institutions that integrate AI topics into their curriculum will produce graduates better 
prepared for the modern workforce.

14. Personalized learning experiences powered by AI will lead to improved student outcomes and re-
tention rates.

15. The emphasis on collaborative learning through AI-driven platforms will foster a culture of team-
work and interdisciplinary learning among students.”

and social impact in a cursory manner. Discussions 
also extend to the Future of Work and Skill Develop-
ment, examining the potential displacement of jobs 
by AI and the need for new skill sets.
The literature review in this paper has identified sev-
eral research gaps in the field of prompt engineering, 
notably a lack of in-depth analysis of ethical dilem-
mas, the impact of inherent biases in AI, the neces-
sity for transparency in AI decision-making, and 
the environmental footprint of large-scale AI opera-
tions. It is essential for prompt engineers to render 
AI’s decision-making processes more transparent and 
intelligible. While user fatigue and repetitiveness are 
mentioned, broader issues of user experience and in-
clusivity are not thoroughly examined. Moreover, the 
role of prompt engineering in building public trust in 
AI systems is only superficially discussed.
The scale of investment in AI foreshadows rapid in-
novation, including the potential merger of AI with 
robotics, leading to companies operating through 
prompts and automated production and distribution 
processes.
AI is currently in an optimistic but tumultuous phase, 
akin to the early days of automobiles or space explo-
ration, with risks not of physical harm but intellectual 
manipulation. Yet, we are also in a phase of intense 

Figure 1. Summary of the AI Working  
Process for Valuable Information

Source: author.

Intelligence Analyst (IА)

AI

Information Quality  
Control Manager

Decision Maker

Register Results

Generates content

Checks content

Suggests and refines prompts

Feedback loop

Ticks decisions from menu

Explanation: The entities are the analysts (1), the AI (2), the control 
manager (3), the decision-maker (4), and a function that recalls, 
analyzes, and produces new queries (5). 
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Table 10. ChatGPT-Proposed Quantitative Research Projects

Table 11. Tools and Apps Proposed by ChatGPT for Quantitative Research

Direct variables Indirect variables Hypotheses
Project 1. AI’s Influence on Content Authenticity Perception

AI-generated content con-
sumption frequency

User’s perceived content au-
thenticity

1. Increased consumption of AI-generated content correlates 
with decreased perceived authenticity.

Human-generated content 
consumption frequency

User’s trust in content 
source

2. Users trust human-generated content more when the 
source is disclosed.

Project 2. AI’s Role in Decision-Making Efficacy
Number of AI tools used in 
decision-making

Decision-making speed 3. Greater reliance on AI tools leads to faster but not 
necessarily more accurate decisions.

Frequency of AI tool usage Decision-making accuracy 4. Decision-making accuracy is influenced more by the 
quality of AI tools than the quantity.

Project 3. Workforce Dichotomy and Economic Impact
Number of AI tools an 
individual is proficient in

Individual’s income 5. Individuals proficient in more advanced AI tools have a 
higher income bracket.

Years of experience without 
AI tools

Job market demand for AI 
proficiency

6. The job market demand for AI proficiency has a positive 
correlation with economic growth in tech sectors.

Project 4. Privacy Concerns in the ‘Total Intelligence Society’
Number of surveillance AI 
tools in use by state

Public’s perceived privacy 7. An increase in state surveillance AI tools correlates with 
decreased public perceived privacy.

Frequency of individual’s digi-
tal interactions

Number of reported privacy 
breaches

8. Higher frequency of individual digital interactions leads 
to more reported privacy breaches.

Project 5. AI Integration in Education and Learning Outcomes
Number of AI tools integrated 
into curriculum

Student grades 9. Greater integration of AI tools in curriculum leads to im-
proved student grades.

Frequency of AI tool usage in 
teaching

Student engagement level 10. Frequent usage of AI tools in teaching correlates with 
higher student engagement but not necessarily better under-
standing.

Tools Apps
Data Collection and 
Storage

Web Scraper Tools like Scrapy or Beautiful Soup to collect data from the web.
SQL databases (e.g., PostgreSQL) or NoSQL databases (e.g., MongoDB) to store and manage large 
datasets.

Data Analysis Statistical Software R or Python (with libraries like pandas, numpy, and scipy) for data manipula-
tion and statistical analysis.
Machine Learning Frameworks TensorFlow, PyTorch, or scikit-learn for predictive modeling and 
clustering.

Data Visualization 
Tools

Tableau, PowerBI, or Python libraries (e.g., matplotlib, seaborn) to visualize data and findings.

Survey Tools Platforms like Qualtrics, SurveyMonkey, or Google Forms to gather primary data, especially when 
studying perceptions or behaviors.

Natural Language 
Processing (NLP)

Tools like spaCy, NLTK, or GPT-based models to analyze textual data, especially when studying 
content authenticity or sentiment.

Collaboration and 
Project Management

Platforms like Trello, Asana, or Slack to manage the research process, especially if it involves a 
team.

Soilen К.S., pp. 6–20

learning and are likely to see significant job market 
shifts in the next few years, including for salaries. 
The study’s laboratory tests suggest that some profes-
sions, particularly at the entry and intermediate lev-
els, may face existential threats. Perhaps this can help 
attract more people to the much-needed professions 
in craftsmanship instead. Eventually, as production 
nears full automation, the conversation around Uni-
versal Basic Income (UBI) may resurface, particularly 
in affluent nations. Moreover, the study shows that AI 

with good prompts is as good as or better than senior 
intelligence analysts at Societal Analysis and Future 
Predictions.
As we progress, we will increasingly rely on both 
our biological and artificial intelligence, perpetually 
verifying information. In parallel, a societal backlash 
against the prevalence of AI is probable, with some 
individuals seeking solace in nature, detached from 
the technological world. With increased levels of pro-
ductivity, this may also be economically feasible. 
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Abstract

Computer game production has long transcended 
the entertainment industry to become a com-
plex, high-tech, innovative, highly profitable 

field with transformative potential for other sectors. It 
synthesizes technical and humanities disciplines such as 
artificial intelligence (AI), virtual reality, behavioral psy-
chology, cognitive science, design, agent-based modeling, 
scenario planning, Foresight, complex systems science, 
and others.  The paper explores the prospects of expand-
ing this interdisciplinary field through the application of 

more sophisticated technologies, including AI algorithms. 
Foresight methodology was used, including such tools as 
horizon scanning, analysis of scientific, technological, po-
litical, economic and value factors, assessment of effects 
and uncertainty, as well as expert surveys. The collected 
data set formed the basis for four scenarios for the industry 
in Malaysia over the next ten years. This study contributes 
to informing policy rationale for the use of AI for game de-
velopment for various purposes, including strategic plan-
ning practices.
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development; strategies; gamification; innovations in 
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simulation games; educational games
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Introduction
While formally belonging to the entertainment in-
dustry, the computer games industry has reached 
a new level while undergoing a profound transfor-
mation. Today it is a high-tech and highly profit-
able sector that helps solve a wide range of serious 
problems. The ideas and developments emanating 
from this field continue to transform many areas of 
the economy and public life. Models of the meta-
verse and virtual currencies were born here, and 
great development potential remains through the 
integration of new technical and humanitarian 
areas, such as virtual reality, behavioral psychol-
ogy, cognitive science, design, agent-based model-
ing, and scenario planning. Particularly significant 
transformation processes in this sector, as in many 
others, are associated with the further develop-
ment of artificial intelligence (AI), the increasingly 
complex algorithms of which open up a wide range 
of new opportunities.
The leaders in the described processes include 
the USA, China, Great Britain, Japan, and some 
other countries in Europe and Asia. The Neth-
erlands is a leader in the development of serious 
educational games related to the management of 
systems from local to global levels, in such areas 
as water resources (den Haan et al., 2020), infra-
structure, transport (Duffhues et al., 2014), energy 
(Hettinga et al., 2020), and agriculture.1 In Japan, 
gamification has become an integral part of annual 
nationwide exercises to prepare for rapid response 
to natural disasters2.
The global volume of this industry is expected to 
reach $282.3 billion by the end of 2024, with the 
largest revenue coming from China ($94.49 bil-
lion). By 2027, its total turnover will increase to 
$363.2 billion (an annual increase of 8.76%), and 
the total number of users will be 1.472 billion peo-
ple.3 
Such dynamics stimulate the development of relat-
ed areas, such as e-sports.4 In 2023, the size of the 
global market in this area was estimated at $1.72 
billion. It is predicted that this year its value will 
approach $2.06 billion, and by 2032 it will grow to 
$9.29 billion (average annual growth rate during 
2024 –2032 will be 20.7%). Market growth is influ-
enced by trends such as an increase in the frequen-
cy of live broadcasts of cyber tournaments, an in-
crease in viewer interest, and increased investment 
in e-sports infrastructure. Universities view es-

ports as a tool for developing specific professional 
skills in students, offering special educational pro-
grams.5 The synthesis of virtual and physical reality 
along with artificial intelligence (AI) in computer 
games, every year expands the possibilities of en-
riching the gaming experience (Tang et al., 2020). 
Moving games to mobile platforms has made them 
accessible and convenient for more users.
The role of serious games aimed at developing 
professional skills in education, healthcare, and 
management is increasing. The effectiveness of 
educational games (to acquire new skills and be-
havioral patterns) is enhanced by the dynamic 
response of AI algorithms to user actions, which 
is expressed in the behavior of smart characters 
that adapt to the player’s learning style and think-
ing (Tang et al., 2020; Fairclough et al., 2002; Shi 
et al., 2023; Waltham, Moodley, 2016). Advanced 
AI-based analytics improves the quality of assess-
ment of the educational process. With the increas-
ing use of AI in the development of different types 
of games, there are prospects for the development 
of expanded skills and competencies in many dis-
ciplines. Considering their real and potential ef-
fects, a deep analysis of the fundamentals of AI, an 
understanding of the development processes of the 
corresponding systems, and an assessment of the 
ethical aspects of their use are necessary.
In general, a vast amount of literature is devoted 
to the issues of game development as such and the 
areas of their application. Our scanning of interna-
tional scientific databases revealed over 3,800 such 
publications over the past 10 years. However, only 
a small number of those works are devoted to the 
use of AI in this process.
Our article contributes to filling the corresponding 
gap. The main directions of using AI in the devel-
opment of the gaming industry are considered in 
relation to the context of Malaysia, and four alter-
native development scenarios are proposed for the 
period until 2032.

Literature Review
The production of computer games began in the 
1950s and over time this industry has grown into 
the most profitable segment of the wider global en-
tertainment industry. The connection between AI 
and games can be traced back to the appearance 
of the first chess program. The quest to create AI 
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capable of winning strategy games against high-
end players has spurred research, which in turn 
has led to significant advances in game design. AI 
technologies have revolutionized various aspects 
of game creation, from intelligent character gen-
eration and context-sensitive content to adaptive 
game mechanics and sophisticated analytics. Gam-
ing companies see the benefits of AI, particularly 
in terms of opportunities to improve gaming expe-
riences and save costs. Its application areas include, 
for example, improving visual effects, increasing 
their realism, dynamic content creation, balanc-
ing gameplay difficulty, and generating intelligent 
characters. Using AI in game design simplifies the 
development process, improves animation qual-
ity, and improves the efficiency of level design and 
content creation. The use of AI algorithms allows 
players to have a more immersive and dynamic 
gaming experience. AI-powered systems can adapt 
to the behavior of specific players, offer person-
alized challenges, and increase engagement. The 
emergence of virtual and augmented reality, other 
immersive technologies, and their adaptation to 
mobile platforms will radically transform this area 
and open up vast opportunities for both developers 
and users.6 The role of games itself has expanded, 
going far beyond the scope of entertainment pur-
poses - they perform various complex tasks, pen-
etrating into the field of education, business, man-
agement, medicine, energy, and others.
In the study by (Bharathi et al., 2024), the authors 
explored opportunities to improve educational pro-
grams in a new context based on AI. In this regard, 
significant attention is paid to business simula-
tion games, which are recognized by an increasing 
number of experts as an effective practice-oriented 
tool for interactive education. They are increasing-
ly used by universities and companies to make de-
cisions and develop strategies. Along with AI, ad-
aptation to mobile platforms and cloud computing 
make a certain contribution to their improvement. 
An attractive, motivating atmosphere is created 
that enhances cognitive processes and improves 
the quality of information absorption due to the 
effect of complete immersion. Game-based learn-
ing creates opportunities to practice project man-
agement concepts in a simulated, safe environment, 
promoting active engagement, developing critical 
thinking, problem-solving, collaboration, and cre-
ativity skills (Jahan Tumpa et al., 2024).
The game approach is becoming widespread in 
STEM education (Gao et al., 2020). New research 
is revealing the pros and cons of integrating games 
into specific disciplinary contexts, thus contribut-

ing to a growing understanding of their potential 
for the educational field.

The Connection between Games and Cognitive 
Science and Strategic Thinking
The impact of various game genres on the cogni-
tive functions of the brain, their contribution to 
the development of complex competencies, and 
the improvement of strategic thinking has been the 
subject of numerous studies (Ghasemi et al., 2024). 
Differences in cognitive abilities lead to individual 
differences in working memory functions, visual 
perception, and reaction speed. As a result, the va-
riety of behavioral models that determine attitudes 
toward risk, uncertainty, and ambiguous, complex, 
and confusing situations is expanding (Frederick, 
2005). New developments allow for the creation of 
increasingly advanced games aimed at increasing 
the productivity of strategic planning in business, 
the military sector, medicine, ecology, and other 
areas (Bellotti et al., 2014).
The synthesis of such subject areas as game theory, 
cognitive psychology, and systems thinking helps 
to reveal the nature of strategic thinking and iden-
tify effective tools for its development. Based on 
the differences in cognitive functions and the va-
riety of behavioral patterns, developers face a dif-
ficult task - using AI to create gaming algorithms 
that adapt to the specifics of a particular user.
Business simulation games create an experimen-
tal reality where you can plan projects, implement 
them in roadmaps, and experience the conse-
quences of mistakes, gaining valuable experience 
(Dantas et al., 2004). An engaging, immersive 
gaming environment helps reinforce the right or 
wrong steps taken (Sanzana et al., 2024), key entre-
preneurial skills, communication, problem solving, 
resource management, and other competencies are 
developed (Shabbir, Pallares-Venegas, 2024).
Recent research suggests the integration of serious 
games into soft skill development programs. With 
their help, employees are trained in diverse com-
munication styles (Sutil-Martín, Otamendi, 2021). 
A number of universities have created gamified vir-
tual biology and chemistry laboratories, allowing 
students to practice dangerous experiments with-
out risk (Sanzana et al., 2024). Educational games 
significantly improve problem-solving skills by 
identifying hazards early and taking preventive ac-
tion (Solinska-Nowak et al., 2018). Based on the 
understanding that games should reflect complex 
real-world environments with emergent behavior, 
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6 https://techcrunch.com/2015/10/31/the-history-of-gaming-an-evolving-community/, accessed 04.17.2024.
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land use simulations have been developed (Bishop 
et al., 2009), energy policy (Dolin, Susskind, 1992) 
and water and climate change management are con-
sidered (Vervoort et al., 2022; Zhou, Mayer, 2017).
Business games synthesize the modeling of system 
dynamics and agent behavior (Alessi, Kopainsky, 
2015; Le Page et al., 2012; Smajgl et al., 2015), dy-
namic interactions between elements of complex 
systems are displayed, which makes it possible 
to anticipate the effects of feedback and develop 
preventive measures (Alessi, Kopainsky, 2015). A 
special genre of games has emerged for proactive 
management (anticipatory games), focused on the 
formation of a preferred future within the frame-
work of scenario planning (Vervoort, Gupta, 2018).
They offer unique opportunities to create and ex-
periment with new systems of governance, includ-
ing the creation of rules and institutions, as well 
as the distribution of roles in dynamic contexts 
(Vervoort et al., 2022). For example, there are ad-
aptations of popular SimCity and Minecraft games, 
which allow you to produce different development 
scenarios for cities of the future in a digital envi-
ronment.7 Various game theory heuristics are used 
as objects of political debate (Bekius et al., 2018).

Difficulties in Developing Computer 
Games and the Contribution of AI to 
Overcoming Them
Creating computer games requires a wide range 
of skills from different disciplines, particularly a 
combination of technological and artistic abilities 
(Hodgson, Briand, 2013). As gaming companies 
grow, the need for effective methods to manage the 
development process and its high-tech components 
increases (Kanode, Haddad, 2009). When creating 
complex software, problems often arise related to 
the violation of the planned deadlines for project 
implementation, primarily due to the initial un-
derestimation of the expected time costs (in 65% of 
cases) (Petrillo et al., 2008). In the professional en-
vironment, the practice of constant rush jobs in the 
development of games and other software is widely 
discussed, and their reasons are analyzed (Dyer-
Witheford, De Peuter, 2006; Peticca-Harris et al., 
2015). The successful implementation of projects 
is also influenced by the quality of communication 
between members of an interdisciplinary team, the 
provision of which is particularly difficult. To de-

velop complex educational games, in most cases it 
is necessary to select the appropriate tools, docu-
mentation, and algorithms for AI, animation cre-
ation, rendering, and learning analytics (Tamla et 
al., 2019). 
In psychology, there are biofeedback mobile apps 
and serious games to help young people manage 
their anxiety and fears effectively, using AI to ana-
lyze user data and provide personalized feedback 
and recommendations (Almeqbaali et al., 2022). 
The AI can recognize the player’s emotions and 
stress level and reduce psychological tension.8

Adaptive AI systems evaluate player behavior and 
adjust the game difficulty in real time according 
to the player’s preparedness. The result is that the 
game remains fun without being overly difficult.9 
The “engines” that provide support for various 
game attributes are critical. For example, games 
serve as an “assistant coach” for people undergo-
ing medical rehabilitation. They are created tak-
ing into account the individual needs of patients, 
creating a motivational environment to achieve the 
required results (Ambros-Antemate et al., 2021). 
In games like this, increasing the adaptability of 
the algorithms can radically affect the recovery 
results. Therefore, the difficult task is to provide 
their automatic correction and a convenient inter-
face for manual configuration (Smeddinck, 2020). 
For this purpose, dynamic complexity adjustment 
approaches have been developed (Dynamic Diffi-
culty Adjustment (DDA)), which increases player 
engagement by adapting the game’s difficulty based 
on the player’s performance. To automatically 
change the difficulty of the game depending on the 
level of the player, AI systems (for example, Alph-
aDDA) have been created, making the gameplay 
harmonious and attractive (Xue et al., 2017).

Research Methodology
To solve the problem (expanding the base of empir-
ical data on the use of AI in game development), an 
exploratory study was carried out using Foresight 
methods, including horizon scanning, STEEPV 
analysis, and the development of scenarios for the 
next five to 10 years. The STEEPV method was 
used to analyze existing and potential problems 
and trends that could affect the economy and so-
ciety as a whole. Six groups of factors were taken 
into account: social, technological, economic, en-

7 http://www.edudemic.com/minecraftedu-and-simcityedu-blazing-trails-for-interdisciplinary-learning/, accessed 05.02.2024.
8 https://safeinourworld.org/news/how-ai-and-biofeedback-are-helping-players-manage-stress-and-anxiety/#:~:text=By%20tracking%20the%20

player’s%20heart,symptoms%20of%20stress%20and%20anxiety, accessed 01.19.2024.
9 https://www.gdgtme.com/features/ai-in-gaming-taking-video-games-to-the-next-level/, accessed 02.18.2024.
10 https://tracxn.com/d/explore/gaming-startups-in-malaysia/__lrKvnVOpLT8CmWXvf1x5HSuJ4pbuDM-c7kHiPJ7NqMM/companies, accessed 

03.09./2024.
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ing.11 The fact that Malaysian engineers are most 
uncertain about technical problems with AI algo-
rithms reflects their current level of knowledge in 
the field.
In Figure 2, the red circle highlights the factors re-
sponsible for the maximum magnitudes of effect 
and uncertainty, indicated by codes D5 “Gameplay 
and Immersion” and D6 “Technical Problems with 
AI Algorithms.” They became the basis for the sce-
nario analysis.

Scenarios for the Future Use of AI for 
Game Development
The scenario matrix is based on two factors that re-
ceived maximum ratings from respondents: “Tech-
nical challenges of AI algorithms” and “Gameplay 
and immersion” (Figure 3).
Scenario 1 “Dynamic game environment”. Recog-
nized as the most preferred option, it combines the 
low level of technical problems with AI algorithms 
and a high degree of immersion in the gameplay as 
well as a high-quality gaming experience. In this 
scenario, AI is used by most game developers to 
create the most dynamic gaming environment pos-
sible. AI algorithms will take the gaming industry 
to a new level of development, expanding oppor-
tunities for user engagement. The use of AI is ush-
ering in a new era with an unprecedented quality 
of gaming experience.12 Increasing the complex-
ity of character behavior, procedural content cre-
ation, and game balancing combine to create a 
game world that is both complex and interesting 
for users. AI-powered analytics allows develop-
ers to study player behavior to create games that 
automatically adapt to different gaming styles and 
preferences.
Scenario 2 “Long game development cycle.” This 
scenario has both positive and negative aspects. 
The upside is that a long development cycle can 

vironmental, political, and value. In this way, a 
questionnaire was constructed and distributed to 
a target sample of game developers. Its structure 
is presented in Table 1. As of the first half of 2023, 
there were 86 game startups in Malaysia.10

Since exact data on the number of employees at 
each company was not available, we proceeded 
from a generalized conditional threshold - at least 
five specialists (general population of 430 people). 
After filtering it in accordance with the method de-
scribed in (Krejcie, Morgan, 1970), the sample size 
was 205 respondents. Thirty-three questionnaires 
were completed (response rate - 16.1%) and ana-
lyzed using Microsoft Excel.
Secondary data was extracted from periodicals, 
online publications, and dissertations relevant to 
the research topic and was not limited to Malaysian 
ones. The collected unstructured information was 
filtered to extract meaningful information.

Results
The accumulated array of information became the 
basis for assessing the effect and uncertainty, and 
then constructing scenarios. Subsequent analysis 
revealed two underlying factors that lead to the 
greatest impact and greatest uncertainty when us-
ing AI. The effect-uncertainty matrix presented in 
Figure 1 served as a framework for developing four 
alternative scenarios for the use of AI in the gam-
ing industry over the next five to ten years. As a 
basis of relevant information, we used the results 
of the STEEPV analysis, which identified eight key 
factors reflected in Table. 2. The information col-
lected is intended to enrich the evidence base for 
developing a holistic and informed approach to 
scientific and innovation policy in relation to the 
gaming industry.
The characteristics of the sample of respondents are 
presented in Table 3, and the average values of the 
assessment of answers to the questions are in Table 
4. According to respondents, factors related to in-
tellectual property rights for AI content produce 
the greatest effect, and the greatest uncertainty is 
caused by technical problems with AI algorithms. 
Therefore, intellectual property rules require fur-
ther analysis and refinement to protect the rights 
of developers. The importance of this aspect in the 
gaming industry has been noted by a number of 
sources. Key legal issues have been identified, in 
particular, the need to protect against game clon-

Table 1. Structure of the Questionnaires

11 https://www.qualityoracle.com/intellectual-property-rights-in-the-gaming-industry/#:~:text=Under%20IP%20protection%2C%20developers%20
will,and%20sale%20of%20said%20games, accessed 04.18.2024.

12 https://ilogos.biz/the-role-of-ai-in-game-development/#:~:text=Impact%20of%20AI%20in%20Gaming&text=This%20technological%20
advancement%20has%20allowed,and%20challenging%20environment%20for%20players, accessed 05.05.2024.

13 https://www.dualshockers.com/games-with-longest-development-times/#8-8-ultima-ix-ascension-five-years, accessed 02.14.2024.

Section Items
A Demographics of the respondents
B The impact of drivers toward AI in gaming develop-

ment
C The uncertainty of drivers toward AI in gaming de-

velopment
Source: auhtors.
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Table 2. Drivers Related to Merged Issues  
and Challenges

1. Data Security and Privacy Concerns
• Data misuse or unauthorized access and theft
• Lack of transparency and responsibility
• Information withholding
• Privacy challenges
2. Ethical Considerations and Responsibility
• Ethical concerns
• Ethical frameworks
• AI ethics
• Responsibility for harmful content or biased algorithmic 

outputs
• Mitigation of ethical risks
• Ownership and control of affective models
• Stereotypical portrayals of women
• Encouragement of violent behavior
• Safety and well-being of participants
• Trustworthiness
3. Ownership and Intellectual Property of AI-Developed Content
• Attribution of authorship and copyright concerns
• Patent protection and patentability
• Challenges in ownership, transparency, and responsibility
• Absence of comprehensive frameworks for ownership
• Ownership issues, data security, and user privacy
4. AI-driven Gaming Innovation
• AI in game-based learning
• AI integration into games
• Revolutionize the gaming experience
• Advanced AI models
• AI-generated content
• Shifting to utilizing neural networks
5. Gameplay Experience and Immersion
• Addictive tendencies
• Enjoyable and immersive gameplay experience
• Challenge for fair gameplay
• AI-generated content for engaging and human-like gameplay
• Automatic level generation
• Addressing sequential decision-making challenges
6. Тechnical Hurdles of the AI Algorithms
• AI explanation
• Limited tools
• Technical hurdles or constraints
• Uncertainty surrounding the opponent’s decision
• Black-box nature of games
• Lack of transparency and predictability
• Addressing sequential decision-making challenges
7. Competitive Game Innovation
• Competitive environment for players
• Increasing player base
• AI voice recognition and perspective plug-in
• AI-generated engagement and human-like gameplay
8. Competitive Gaming Industry Environment
• Mounting competition among game developer
• Rapid growth of online gaming
Source: auhtors.

Figure 1. Impact-Uncertainty Matrix

Source: auhtors.
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14 https://www.gamedeveloper.com/business/the-risks-of-long-term-game-
development, accessed 05.07.2024.

ensure polished, polished games are created. Thus, 
the famous game “The Last Guardian” has been 
in development for eight years. Such a protracted 
process does not have one obvious reason; rather, 
it should be said that there are a number of inter-
related problems. Among the factors that slowed 
down work were the departure of key studio em-
ployees, conflicts with the publisher (Sony), and 
other problems.13 Despite this, “The Last Guardian” 
was successfully launched on the market and re-
ceived mostly positive reviews. The disadvantages 
of a protracted development process include lost 
market opportunities or changed user preferences. 
What is considered innovative at the beginning of 
the cycle may lose relevance by the time it ends, 
and the risks of falling behind competitors’ in-
crease. Developers will have to invest more time 
and resources into the project with no guarantee of 
profit.14 Thus, despite the complex technical prob-
lems of AI algorithms, this scenario also seems 
acceptable provided that players receive a quality 
gaming experience through deep immersion.
Scenario 3: “Dominance of technological com-
plexity.” Due to significant problems with AI algo-
rithms and a low level of immersion in the game-
play, developers will have to pay excessive attention 
to technical aspects. This can lead to the loss of 
consumers who are interested not so much in tech-
nological innovation as in the attractiveness of the 
process. Over-reliance on technological complex-
ity can result in losing the immersion and an en-
gaging gaming experience that players have come 
to expect. The risks of losing such attributes that 
are responsible for interest in the game, such as 
an exciting plot, a detailed game world, and an in-
tuitive interface, are increasing. Consequently, the 
likelihood of this scenario being realized may be 
low, since it depends on the balance between tech-
nological innovation and gameplay. However, the 
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Table 3. Demographics of Respondents

passion for improving AI algorithms can upset this 
scenario.
Scenario 4: “Monotonous gameplay.” In a gaming 
context, monotony means that players have to deal 
with a limited standard set of tasks, missions, or 
quests. If AI algorithms lack complexity and the 
ability to create game challenges, the process be-
comes predictable and repetitive. Characters con-
trolled by the AI exhibit monotonous behavior 
with minimal differences in reactions or strategic 
decisions, resulting in a loss of interest in the game. 
This scenario could be the worst. If Malaysian 
game developers ignore solving the complex tech-
nological problems of AI algorithms, gameplay im-
mersion will be low and the gaming experience will 
be substandard. Resistance to using AI for game 
development will increase given that the alleged 
improvements provided by AI are not apparent.

Table 4. MEAN Score of Impact  
and Uncertainty Drivers

Code Drivers
Mean

Impact Uncertainty
D1 Data security and privacy 

concerns
3.879 3.636

D2 Ethical consideration and 
responsibility

3.970 3.485

D3 Ownership and intellectual 
property of AI-developed 
content

4.000 3.455

D4 AI-driven gaming innovation. 3.970 3.727
D5 Gameplay experience and 

immersion
3.879 3.848

D6 Technical hurdles of AI 
algorithm

3.970 3.970

D7 Competitive game innovation 3.606 3.545
D8 Competitive gaming industry 

environment
3.485 3.576

Source: auhtors.

 
Category Frequency Share (%)

Gender
Male 22 66.7
Female 11 33.3

Age
18-24 years old 10 30.3
25-34 years old 11 33.3
35-44 years old 9 27.3
45 years old and above 3 9.1

Place of work
Game development companies * 13 39.4
University ** 2 6.1
Freelancing 10 30.3
Prefer not to say 8 24.2

Current job role
Game designer 8 24.2
Game programmer 10 30.3
Producer 1 3. 0
Artist/animator 9 27.3
Writer / Storyteller 2 6.1
Tools Developer 3 9.1

Employment type
Student 7 21.2
Full time employed 14 42.4
Part-time employed 6 18. 2
Self-employed 6 18. 2

Years of experience in game development 
Less than 1 year 5 15.2
1-3 years 14 42.4
4-6 years 5 15.2
7-10 years 5 15.2
More than 10 years 4 12.0

Size of the development team
Individual developer 12 36. 4
Small team (2-10 people) 11 33.3
Medium team (11-50 people) 7 21.2
Large team (51+ people) 17 9. 1

Priority game platform focus
PC 16 48.5
Console 2 6.1
Mobile 9 27.3
Virtual Reality 4 12.1
Augmented Reality 2 6.1

Familiarity with AI in gaming
Very familiar 6 18.2
Somewhat familiar 19 57. 6
Not very familiar 5 15. 2
Not at all familiar 3 9.1

Integration of AI in current projects
Actively integrating AI features 8 24.2
Considering integrating AI features 11 33.3
Not currently integrating AI features 8 24.2
No plans to integrate AI features 6 18.2
* Gameka, Knowles, Double 11, Dandelion Studio, Quurk, AC, 
HY Building, KPM, Alchymy Creative, Manson Games, Kayangan, 
PlayStation, Illuminative (each by a single representative).
** UOW Malaysia, Universiti Tunku Abdul Rahman (each by a single 
representative).

Source: compiled by the authors.
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Figure 3. Development of Four Alternative 
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The Relationship between Corporate  
Political Strategy of Public Partnership  

and Corporate Investment

Abstract

Companies are adopting a variety of strategies to reach 
new levels of development. Along with the course 
on self-sufficiency and risk management, many 

players consider a complex combination of strategic actions 
acceptable for themselves: they invest in political initiatives, 
expecting in the long term to receive government support 
in order to turn it into a “booster” for their own investment 
and innovation activity. 

This article presents a detailed analysis of the impact 
of corporate political activity (CPA) on the formation of 
long-term technological and market advantages for busi-
ness. This study is based on a sample of US-listed compa-
nies. The effects of the considered strategy for improving 

business performance appear to be ambiguous. To develop 
and clarify the results of previous studies, it is concluded 
that CPA brings tangible benefits to companies only up to 
a certain limit. The most significant benefits from the use 
of this tool, in addition to small companies, are derived by 
large players, which for one reason or another have been 
in a vulnerable position in terms of building capital. On 
the contrary, self-sufficient and stable business entities 
that have managed to accumulate a solid investment base 
should abandon CPA. Instead, they should focus on ex-
panding their market presence and investing in research 
and development, which will provide more tangible re-
turns than CPA.
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Introduction 
Many companies, in an effort to increase sustainability, 
foster innovation and gain higher competitiveness, see 
partnership with governments as an effective tool in 
realizing these goals. By building up political capital, 
businesses discover certain advantages that would oth-
erwise take a long time and be faced with great obsta-
cles to achieve. Corporate political activity (CPA) has 
emerged as a prevalent strategy for firms in the United 
States and globally to exert influence over government 
policies, regulations, and overall performance (Ra-
mesh, 2024; Slater et al., 2024). In the new context, it 
is often addressed by high-tech companies (Gomez et 
al., 2017; Guedhami et al., 2014). The practice of lobby-
ing can be traced back to the early days of the Ameri-
can Revolution, and it was officially regulated in 1876 
(Byrd, 1991). Since then, lobbying has experienced 
significant growth. According to the Center for Re-
sponsive Politics (CRP), in 2019, the United States had 
11,890 lobbyists, and lobbying expenses escalated from 
$1.45 billion in 1998 to $3.5 billion. A considerable 
portion of lobbying funding can be attributed to busi-
nesses that extensively contribute to Political Action 
Committees (PACs).1 In the 2019-2020 election cycle, 
Honeywell International, the National Beer Whole-
salers Association, and the Sheet Metal, Air, Rail, and 
Transportation Union were the top contributors. It is 
important to note that CPA is not limited to the Unit-
ed States; many firms engage in political participation 
worldwide. Scholars have extensively documented the 
pervasive nature of corporate lobbying in regions such 
as the European Union (Massaro, 2019), South Korea 
(Lee et al., 2022), Japan (Romann, 2020), Jordan and 
Kuwait (Goldstraw-White, Martin, 2016), and Russia 
(Denisov, 2010). Therefore, it is evident that firms allo-
cate significant resources to political activities and play 
prominent roles in the political landscape, both in the 
United States and globally.
Contemporary literature in economics and political 
science highlights the significant value attributed to 
CPA by businesses, with non-market strategies plac-
ing a strong emphasis on political engagements. How-
ever, existing research in this field often overlooks the 
empirical and theoretical aspects of businesses’ politi-
cal engagements. While scholars possess a good un-
derstanding of which firms engage in CPA and their 
motivations, the effectiveness of tactics and how CPA 
evolves over time and across different contexts remain 
uncertain (Getz, 1997). Despite the crucial role of CPA, 
empirical evidence regarding its impact on corporate 
investments is scarce, prompting scholars to call for 
further research to assist managers in making well-
informed decisions about CPA. 
Recent studies indicate that CPA plays a crucial role 
in firms’ strategies for national competitiveness, and 
this rationale has been extended to the realm of corpo-

rate investment by various researchers (Xu, Yan, 2019; 
Alok, Ayyagari, 2020; Rudy, Cavich, 2020; Lin, 2019, 
2020). Despite the highly regarded value of CPA for 
corporate investment, empirical findings in this area 
remain inconclusive and ambiguous (Lin, Si, 2010; Ra-
mesh, 2024; Slater et al., 2024). Research indicates that 
firms with strong political connections are more likely 
to acquire resources, enhance learning, and improve 
overall performance (Hillman, 2005; Lin, 2019, 2020; 
Wu et al., 2013). However, other studies suggest either 
no impact or even a negative impact (Lin, 2019; Faccio, 
2010; Fan et al., 2007). Changes in the political power 
structure can also exert adverse effects on corporate 
investments (An et al., 2016), particularly during peri-
ods of uncertainty such as elections or policy changes 
(Gulen, Ion, 2016). Notably, research indicates that 
CPA significantly influences the capital market, im-
pacting various parameters such as market valuation 
(Faccio, 2010), cost of debt (Bliss, Gul, 2012), firm per-
formance (Jackowicz et al., 2014; Lin et al., 2019), orga-
nizational governance (Fung et al., 2015), stock returns 
(Cooper et al., 2010), earnings persistence (Liu et al., 
2018), crash risk (Piotroski et al., 2015), and mergers 
and acquisitions (Liou et al., 2021; Funk, Hirschman, 
2017). Due to the knowledge gaps and diverse academ-
ic viewpoints regarding the importance of CPA, this 
study aims to fill the research gap by investigating the 
influence of CPA on corporate investment using new 
mathematical methods. Additionally, some studies 
suggest that the type of CPA matters, making it impor-
tant to explore the topic comprehensively.
This study addresses the research gap concerning the 
correlation between CPA and corporate investment. 
The study contributes to the existing knowledge in 
three key ways. Firstly, it examines the positive impact 
of CPA on corporate investment within a politically 
stable environment, which has not been extensively 
explored in prior studies. Previous research suggests 
that CPA diminishes corporate investment during pe-
riods of political instability; however, we anticipate ob-
serving higher levels of corporate investment during 
more stable periods. Secondly, the study expands the 
current understanding of the association between CPA 
and various financial market outcomes such as profit-
ability (Liu et al., 2018), stock returns (Goldman et al., 
2009), firm performance (Jackowicz et al., 2014), and 
cost of debt (Bliss, Gul, 2012; Khaw et al., 2019) by in-
corporating the concept of corporate investment.
The literature on management strategy commonly 
recognizes two sources of endogeneity: unobservable 
heterogeneity and simultaneity. However, researchers 
often overlook the endogeneity resulting from past 
corporate investment, which in turn influences cur-
rent values of CPA. Neglecting this endogeneity can 
have significant implications for the validity of any in-
ferences drawn. Given the challenges associated with 
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identifying exogenous instruments or natural experi-
ments in different contexts, researchers often rely on 
panel data and fixed-effect estimates as an alternative 
approach. To ensure reliable and robust estimates, 
assuming that unobserved heterogeneity is fixed or 
time-invariant, this study employs a dynamic general-
ized method of moments (GMM) panel estimator to 
estimate the relationship between CPA and corporate 
investment.
The third contribution of this study lies in the use of 
quantile regression, which is a more appropriate tech-
nique than simple mean linear regression for analyz-
ing the association between CPA and corporate invest-
ment. Mean linear regression focuses solely on the 
conditional mean, disregarding the entirety of the dis-
tribution of the dependent variable that is influenced 
by the independent variables. In contrast, quantile 
regression takes into account the distribution of the 
dependent variable and identifies variations in the re-
lationship across different points in the distribution. 
This technique allows for coefficient estimations that 
consider the quantiles of the dependent variable, mak-
ing it well-suited for exploring heterogeneous relation-
ships within different percentile ranges of the depen-
dent variable. Thus, we employ quantile regression to 
examine the relationship between CPA and corporate 
investment, aiming to uncover new insights in this do-
main (Galvao, 2011).
The structure of this study is organized into several 
sections. The first section discusses the theoretical 
framework, followed by a justification of the working 
hypotheses. The econometric technique used in the 
study is presented in the subsequent section, which 
includes a description of the empirical variables and 
a descriptive data analysis. The research findings are 
then presented and examined, followed by a final dis-
cussion and conclusion of the study in the last section.

Literature Review and Hypotheses  
Development
Corporate Political Activity 
A meticulous examination of CPA reveals a multitude 
of significant challenges and limitations that impede 
our holistic understanding of its implications and out-
comes (Ma, Xue, 2024; Sutton et al., 2021). Despite its 
escalating prevalence in contemporary business land-
scapes, the lack of a cohesive theory of political strate-
gy and the varying explanations for firms’ engagement 
in political activities pose formidable obstacles to fully 
apprehending the motivations and consequences of 
CPA (Lawton et al., 2013; Lux et al., 2011; Cooper et 
al., 2010; Hadani et al., 2017; Sutton et al., 2021). At 
the heart of the matter lies the potential for CPA to 
undermine democratic processes, effectively allowing 
firms endowed with substantial financial resources 

to exert disproportionate influence over government 
policies and decisions. This engenders profound con-
cerns about the integrity and inclusivity of the politi-
cal system, alongside the looming specter of regulatory 
capture, where powerful corporations wield their clout 
to shape policies in their favor, often at the expense of 
broader societal interests (Hacker, Pierson, 2011; Ber-
trand, Perrin, 2024; Ramesh, 2024; Slater et al., 2024).
For instance, in the pharmaceutical industry, compa-
nies have been known to engage in extensive lobbying 
efforts to influence drug pricing policies and regula-
tions. One notable example is the case of Mylan Phar-
maceuticals, which faced significant public backlash 
after it increased the price of its life-saving EpiPen 
medication by over 500% over the course of a decade. 
Mylan’s aggressive lobbying tactics and political contri-
butions came under scrutiny, highlighting the poten-
tial negative consequences of corporate political influ-
ence on public health policies.2 
Moreover, the impact of CPA on firm performance re-
mains a contentious and inconclusive terrain. While 
certain studies suggest positive outcomes, such as 
heightened access to resources and bolstered competi-
tive advantage stemming from political engagement, 
others unveil no discernible benefits or even signal 
negative effects (Shi et al., 2020). This variability in 
findings underscores the intricate interplay of contex-
tual factors, the inherent challenge of disentangling 
the causal relationship between CPA and firm per-
formance, and the manifold complexities inherent in 
gauging the efficacy of political activities (Hadani et 
al., 2017; Ramesh, 2024; Slater et al., 2024). Further-
more, the ethical ramifications of CPA loom large on 
the horizon. The blurred delineation between corpo-
rate interests and public welfare triggers fundamental 
queries concerning the legitimacy and transparency of 
corporate influence in political decision-making pro-
cesses. It is incumbent upon us to subject the potential 
conflicts of interest, the ever-present risk of regula-
tory capture, and the broader societal implications of 
corporations leveraging CPA to advance their vested 
agendas to rigorous scrutiny (Anastasiadis et al., 2018).
The quest to deepen our comprehension of CPA neces-
sitates a rigorous and expansive inquiry that adopts a 
critical lens and delves into the intricacies and power 
dynamics at play. This entails not only exploring the 
ethical dimensions and potential social disparities 
inherent in corporate political engagement but also 
scrutinizing the enduring societal ramifications. Ad-
ditionally, the development of robust methodologies 
and rigorous analytical frameworks to evaluate the ef-
fectiveness and broader impact of CPA is imperative. 
Only through such endeavors can we illuminate stake-
holders and guide the formulation of policies that pri-
oritize transparency, accountability, and the broader 
public interest in political decision-making processes.

Leong L.W., Ming K.L.V., Khee P.C., Malan I.N.B.B., Chan H.R., pp. 31–44
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Corporate Political Activity  
and Corporate Investments
The concept of political patronage (Shleifer, Vishny, 
1994), introduces the idea that firms can gain favorable 
business advantages from the government through 
strategic political engagements. This involves firms le-
veraging their connections with influential politicians, 
often by contributing financially to political cam-
paigns, in exchange for government support (Sutton et 
al., 2021). The theory posits that firms with promising 
growth prospects, which are largely driven by corpo-
rate investments, are more inclined toward engaging 
in CPA. These prospects act as indicators of a firm’s 
growth potential and help mitigate uncertainties about 
future expansion. As such, firms may tailor their CPA 
strategies to not only pursue growth objectives but also 
to create a competitive moat against potential rivals 
and uncertainties, thus actively seeking political alli-
ances.
Nevertheless, the repercussions of such political en-
gagements necessitate a critical assessment. This en-
tails evaluating potential market competition distor-
tions, the fairness in the allocation of resources, and 
the likelihood of rent-seeking behaviors that could un-
dermine societal welfare. A deeper investigation into 
the mechanisms and impacts of political patronage is 
essential, considering the efficacy of CPA in meeting 
growth objectives, the durability of political connec-
tions, and their enduring effects on firm performance 
and societal implications. Moreover, an analysis of the 
ethical dimensions and associated risks of political 
patronage could provide critical insights for policy-
makers and stakeholders intent on ensuring fair and 
transparent interactions between businesses and gov-
ernments.
Recent research endeavors, exemplified by (Hart, 2001; 
Wang et al., 2018), have utilized the ratio of R&D ex-
penditures to sales as a means to measure a firm’s 
technological intensity and its propensity to engage 
in CPA. They suggest a positive association between 
R&D intensity and CPA engagement, indicating that 
technologically advanced firms may seek to maximize 
returns on their investments through strategic political 
activities (Gomez et al., 2017; Guedhami et al., 2014). 
Consequently, these firms might intensify their CPA 
efforts to preserve their political influence and sustain 
profitability, provided the benefits outweigh the costs.
This discourse suggests that firms with significant R&D 
investments, indicative of a strong emphasis on inno-
vation, are likely to engage more actively in CPA. This 
strategic engagement is aimed at conserving political 
capital and enhancing financial performance. An em-
pirical validation of this hypothesis could shed light on 
the complex interplay between R&D intensity, CPA, 
and firm outcomes.
Recent studies exploring the dynamic relationship 
between corporate strategies, political engagement, 
and financial outcomes provide valuable insights. For 

instance, some researchers have demonstrated a nu-
anced view of CPA, finding that firms’ political contri-
butions are closely linked to their market performance 
and the regulatory environment (Cooper et al., 2010; 
Sutton et al., 2021). This suggests that while CPA can 
offer advantages in terms of policy influence and regu-
latory outcomes, the benefits are contingent upon the 
firm’s ability to navigate the political landscape effec-
tively. Furthermore, the study (Hill et al., 2013) high-
lights the strategic considerations firms must weigh 
when engaging in CPA, emphasizing the importance 
of aligning political activities with overall business ob-
jectives to ensure long-term sustainability and growth.
Based on the discussion above and the insights from 
previous research, we propose the following hypoth-
esis:
H1: Corporate Political Activity (CPA) has a positive re-
lationship with corporate investment.

Corporate Political Activity and Corporate 
Investment in Low-Investment Firms 
Recent research (Ozer, Markóczy, 2010; Ashyrov, Lu-
kason, 2022) offers invaluable insights into the strate-
gic maneuvers of small and medium-sized enterprises 
(SMEs) as they adeptly utilize CPA to navigate the 
intricate landscape of accessing external capital and 
fortifying their investment initiatives. SMEs endowed 
with robust political networks showcase a heightened 
capacity to surmount financial barriers and success-
fully procure external capital, thus effectively position-
ing themselves for sustainable growth and expansion 
(Brown et al., 2023). Furthermore, insights from Ty-
ler et al. (2023) highlight the proactive engagement of 
politically connected SMEs in shaping regulatory en-
vironments to their advantage. By actively participat-
ing in political processes, these firms not only adeptly 
navigate bureaucratic hurdles but also gain invaluable 
insights into forthcoming policies and regulations, 
enabling them to adapt their investment strategies in 
anticipation of evolving market conditions. There is 
evidence that SMEs with well-established political ties 
are better positioned to capitalize on opportunities 
for securing debt financing, enabling them to pursue 
strategic investment initiatives and fuel their growth 
trajectory.
Based on these discussions, the following hypothesis 
is proposed:
Hypothesis H2: CPA has a positive relationship with cor-
porate investment when the firm has a low investment 
level.

Corporate Political Activity and Corporate  
Investment in High-Investment Firms 
The strategic choice perspective (Child, 1972) eluci-
dates the multifaceted challenges encountered by or-
ganizations when making strategic decisions that pro-
foundly impact their goals, technological frameworks, 
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and operational domains. This perspective posits that 
organizations possess the autonomy to deliberate and 
select adaptive responses to both internal and external 
stimuli. Despite the constraints imposed by external 
environments, large organizations wield considerable 
influence in reshaping their surroundings by actively 
manipulating and redefining objective aspects of their 
operating environments. Empirical research under-
scores the substantial impact of such organizations on 
local economies, attributing their significance to their 
heightened productivity levels and adept utilization of 
modern technologies. Furthermore, these entities typi-
cally exhibit accelerated growth trajectories and enjoy 
prolonged business survival rates in comparison to 
their small and medium-sized counterparts, rendering 
them less reliant on governmental assistance and dem-
onstrating diminished reliance on CPA.
Expanding on this perspective, recent studies by Beu-
gelsdijk and Cornet (2021) underscore the profound 
influence that large organizations exert on local econ-
omies, highlighting their role in driving productivity 
and technological advancement. Similarly, Bhagat and 
Bolton (2008) emphasize the accelerated growth tra-
jectories of large organizations and their reduced de-
pendence on governmental assistance, indicating their 
ability to navigate operational challenges without ex-
tensive reliance on corporate political activity.
Moreover, Hillman and Keim (2001) emphasize the 
importance of large organizations in effectively bal-
ancing market and non-market strategies to maintain 
competitiveness and foster sustainable growth. They 
argue that integrating robust strategies in both do-
mains is imperative for achieving long-term success 
amid dynamic market landscapes.
On the topic of resource allocation and strategic deci-
sion-making, Bonardi (2003) suggests that large orga-
nizations often face challenges in effectively allocating 
resources between market and non-market strategies 
due to overlapping resource requirements. This high-
lights the complexity involved in optimizing resource 
utilization to achieve desired strategic outcomes.
Furthermore, Barnett and Salomon (2006) discuss the 
intricate trade-offs faced by large organizations when 
simultaneously pursuing corporate political activity 
and corporate investment for innovation or product 
development. They argue that while both initiatives 
demand substantial organizational resources, firms 
must navigate trade-offs to maximize their strategic 
outcomes effectively. Furthermore, these organizations 
often demonstrate accelerated growth trajectories and 
enhanced longevity in the business realm compared to 
their smaller counterparts, thereby reducing their reli-
ance on governmental assistance and exhibiting a de-
creased need for extensive CPA (Bhagat, Bolton, 2008). 
Developing robust strategies in both market-oriented 
and non-market-oriented domains is essential for 
maintaining competitive advantages and fostering sus-
tainable growth in the long term. However, the integra-

tion of these strategies presents formidable challenges, 
including resource constraints and conflicting orga-
nizational objectives. For instance, the allocation of 
resources for both market and non-market strategies 
may overlap, posing dilemmas for organizations striv-
ing to optimize resource utilization and achieve their 
strategic goals effectively (Bonardi, 2003). The simulta-
neous pursuit of CPA and corporate investment for in-
novation or product development necessitates substan-
tial organizational resources and often entails complex 
trade-offs between these strategic imperatives. This 
trade-off dilemma is rooted in principles of economic 
rationality, wherein organizations endeavor to allocate 
resources efficiently to bolster their market power and 
enhance their competitive advantage (Taylor, 1997). 
Nevertheless, the integration of non-market strategies 
with organizational performance can be fraught with 
challenges, often giving rise to divergent viewpoints 
regarding the prioritization of market-oriented strat-
egies vis-à-vis non-market ones. Nonetheless, busi-
nesses may view CPA as a non-market strategy offer-
ing long-term benefits for market enhancement, while 
innovation and product development initiatives pres-
ent opportunities for rapid improvements in business 
performance. Consequently, firms may perceive CPA 
and innovation as alternative strategic avenues, each 
offering distinct pathways to enhancing organizational 
competitiveness and ensuring market viability (Ozer, 
Markóczy, 2010). Based on this, the following hypoth-
esis is proposed:
Hypothesis H3: CPA has a negative relationship with 
corporate investment when the firm has a high invest-
ment level.

Methodology
Conditional Mean Methods - System Generalized 
Method of Moments
The study utilized several quantitative methods to 
test the hypothesis. In analyzing panel data, the Sys-
tem Generalized Method of Moments (System GMM) 
was employed as recommended by (Wooldridge, 2010; 
Roodman, 2006). This approach is useful for address-
ing issues related to bias in the dynamic panel and po-
tential endogeneity that may arise from the correlation 
between the error term and independent variables. Re-
cent literature confirms the applicability and effective-
ness of System GMM in panel data analysis (Blundell, 
Bond, 2000), ensuring the robustness of the methodol-
ogy used in this study.
The estimation comprised two parts. Initially, the dy-
namic model was formulated with the expressions 
specified below.
CorInvit = α + β1 CorInvit–1 + β2 CPAit +  β3Total_Assetit + β4 
Leverageit  + β5 Free Cash Flowit  + β6 Advertisement_Intensi-
tyit  + β7 Profitabilityit  + μt + εit                      EQ(1)

E(μt) = 0, E (εit) = 0, E(μt εit) = 0 ; i = 1, …..,N ;  
t = 2011. ,,,T                            EQ(2)
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The study employs a panel data model where t and i 
represent time and firm, respectively. The dependent 
variable in the model is corporate investment (CorInv), 
while capital expenditure (Capex), R&D intensity, and 
asset growth (Growth) are used as proxy variables. The 
spending on corporate lobbying and PAC is denoted as 
CPA, and the time dummy parameters are represented 
by µt. The control variables in the model are Total_As-
set, Leverage, Free Cash Flow, Advertisement_Intensity, 
and Profitability. The random error term is represented 
by εit. The System GMM approach is used to handle 
potential bias in the dynamic panel and to address 
endogeneity issues. The objective is to evaluate the 
impact of CPA on corporate investment while control-
ling for other relevant factors. EQ (2) establishes the 
conditions necessary for model estimation, ensuring 
that the error terms have a zero mean and are uncorre-
lated with the time dummy parameters. This validation 
step is crucial for confirming the validity of the System 
GMM estimator.
The study used a fixed-effect panel data model to con-
trol for potential endogeneity caused by unobserved 
firm-level factors that could be correlated with both 
the dependent variable (CorInv) and the indepen-
dent variable (CPA). The fixed-effect model includes 
firm-specific indicators in addition to the predictor 
variables, and estimates how changes in CPA impact 
corporate investment. This allows for a comparison of 
a firm’s investment against others in the sample at dif-
ferent time points. The model is expressed as follows:
ΔCorInvit = α + β1 CorInvit–1 + β2 ΔCPAit +  β3ΔTotal_Assetit 
+ β4 ΔLeverageit  + β5ΔFree Cash Flowit  + β6ΔAdvertisement_
Intensityit  + β7ΔProfitabilityit  +Δεit                                 EQ(3)      

Here, t and i represent time and the firm, respectively. 
In this model, the variable ΔCorInv represents the dif-
ference between corporate investment for firm i at time 
t and the average value of corporate investment across 
all firms at that time. The fixed effects for each firm are 
represented by αi, which have a normal distribution 
with a mean of zero. Time dummy parameters are rep-
resented by µt, and changes to the control parameters 
are represented by ΔTotal Asset, ΔLeverage, ΔFree Cash 
Flow, ΔAdvertisement Intensity, and ΔProfitability. By 
taking account of the differences of the variables, the 
model assesses changes in corporate investment rela-
tive to changes in CPA, Total Asset, Leverage, Free Cash 
Flow, Advertisement Intensity, and Profitability over 
time.
The fixed-effect model used in the study eliminated 
firm-related heterogeneity, but did not account for the 
data’s dynamic structure. This could lead to the erro-
neous assumption that firm assets are not temporally 
associated. To address this, a dynamic panel data tech-
nique (Blundell, Bond, 1998) was used. The model in-
cludes an autoregressive dynamic component where 
the dependent variable (CorInv) at time t and firm i 
is influenced by the lagged dependent variable (Cor-
Invt-1), which captures the stability of firm size over 
time. The model expression is given below:

CorInvit = α + β1 CorInvit–1 + β2 CPAit +  β3Total_Assetit + β4 
Leverageit  + β5 Free Cash Flowit  + β6 Advertisement_Intensi-
tyit  + β7 Profitabilityit  + εit                   EQ(4)

The adjustment parameter β_1 represents the steadi-
ness in firm value, and αi denotes the fixed effects 
pertaining to the firm. The STATA 15 xtabond2 code 
(Roodman, 2006) was applied for this purpose, provid-
ing estimates of within-sample elements to ascertain 
the influence of changes in CPA on corresponding 
changes in corporate investment. 

Panel Quantile Regression
The quantile regression (QR) technique (Koenker, Bas-
sett, 1978) allows for the estimation of several models 
at conditional quantiles which represent equal-sized 
splits of the frequency distribution based on the depen-
dent variable. This model is better suited for situations 
with outliers and non-normal errors, and provides a 
better characterization of the data, as it estimates the 
influence of the predictor variables over the complete 
distribution of the predicted variable as opposed to 
just the conditional mean. The QR method does not 
require strict assumptions about outliers, normality, 
or homoscedasticity. This approach is particularly ad-
vantageous for handling outliers and non-normal er-
rors, offering robust estimations throughout the entire 
range of the dependent variable. Further research (Fir-
po et al., 2009; Chernozhukov, Hansen, 2005; Rood-
man, 2006; Wooldridge, 2010) has advanced the meth-
odology, enhancing its applicability and performance 
in contemporary research settings.
The multiple linear regression framework expresses a 
dependent variable (CorInv) as a function of indepen-
dent variables (CPA). The System GMM approach es-
timates the point effects of the independent variables 
by determining the average correlation shared by the 
dependent variable and its predictor variables. In this 
study, CorInv is the dependent variable, CPA is the 
independent variable, and the conditional mean is ex-
pressed as E (CorInv|CPA) = CPA’ . 
Consider that the observation samples are represented 
by (CorInvit, CPAit); i = 1, 2,…, N and t = 2016,…, T, 
where t and i denote the tth and ith time period and firm, 
respectively. CorInvit is the target corporate investment, 
while CPAit denotes the (K×1) vector comprising exog-
enous parameters, in which political investment is also 
captured. The linear correlation between CPAit and 
CorInvit is specified below:
CorInvit = CPA’it β + εit                                 EQ(5)

Quantile regression is a statistical technique that esti-
mates the relationship between variables at different 
points in the distribution of the dependent variable. 
Unlike conditional mean-based techniques, which 
provide a single estimate for the entire distribution of 
the dependent variable, quantile regression provides 
estimates for various quantiles, allowing us to analyze 
the relationship between the variables throughout the 
entire range of the dependent variable. Additionally, 
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quantile regression is robust to outliers and does not 
require assumptions regarding the distribution of er-
rors. 
The QR model’s expression is specified based on the 
θth quantile corresponding to the dependent variable’s 
(Yit) conditional distribution, which is linear for Xit. 
This approach is particularly advantageous for han-
dling outliers and non-normal errors, offering robust 
estimations throughout the entire range of the depen-
dent variable.

Yit = X’it βθ + εθit

Qθ (Yit | Xit = inf{Y:Fit (Yit | Xit)θ}= X’it βθ

Qθ (Yit | εθit ) = 0,                                                                  EQ(6)

where Qθ(Yit|Xit) denotes the θth conditional quantile 
corresponding to Yit on the (K×1) vector comprising 
the independent variables Xit. βθ represents the un-
known parameter vector that needs to be determined 
for various values of θ from [0, 1] and εθit denotes the 
error term. Fit(.|Xit) corresponds to the target variable 
distribution conditional on Xit. For any value of θ in 
the [0, 1] range, the complete distribution of Y condi-
tional on X can be ascertained using the QR technique. 
The minimisation problem below corresponds to the 
estimation for βθ.

    (7)

min
:

  | | + (1 )  |  
:

=  | | + (1 )  |

=

Equation (7) describes the expression for the QR mod-
el, which can be used to estimate the θth QR estimator 
((β_θ) ) by minimizing the absolute weighted sum of 
the errors between the observed and fitted values, rep-
resented by Yit and X_it^’ β_θ, respectively. Here, (1–θ) 
and θ denote the weights assigned to the observations 
with negative and positive residuals, respectively. The 
negative and positive residuals are represented by the 
first and second terms of Equation (7), respectively. A 
notable feature of the QR method is that the estimates 
of β_θ vary with the change in the value of θ, providing 
a way to determine the distribution of the effect of the 
exogenous variables on liquidity creation at different 
quantiles. The output of the QR method is the sample 
at the quantile. Since Equation (7) cannot be expressed 
in a simpler form, linear programming techniques are 
required for minimization (Hao, Naiman, 2007).

Data, Sample Selection, and Variables 
Data. The research conducted in this study utilized data 
from a sample of 368 US firms included on the Fortune 
WMAC list between the years of 2016 and 2022, which 
coincided with the 2016 and 2022 US presidential elec-
tions, important political events during this time peri-

od. The WMAC list was selected to obtain data from a 
relatively uniform set of US companies, as these corpo-
rations actively invest significant capital in corporate 
political strategies (CRP, 2018). These companies were 
ideal for our analysis, as they are likely to consider each 
other political peers, a necessary condition for our em-
pirical analysis. Additionally, the majority of Fortune 
WMAC companies and almost half of all mid-size US 
companies have programs to improve CPA, making 
them easily accessible for relevant data, which can be 
obtained from the CRP or the Federal Election Com-
mission. The study utilized CPA data from the CRP’s 
database (see above). The initial analysis included the 
evaluation of 384 top-performing companies on the 
2022 WMAC list for the period from 2016 to 2022.
To avoid any issues related to sample selection, our 
study did not require a balanced panel, and the num-
ber of firms in the sample varied from year to year, 
with our estimation strategy using as many observa-
tions as were available. Additionally, to incorporate 
the dynamic dimension of our database, such as intro-
ducing the lagged value of the dependent variable, we 
observed firms for at least three consecutive years, ex-
cluding those that did not provide complete informa-
tion. Ultimately, our unbalanced panel sample includ-
ed 2,576 observations, with roughly 368 firms per year, 
covering the 2016 to 2022 period. Accounting data 
corresponding to the control variables and corporate 
investment was obtained from the Thomson Reuters 
Datastream, and after merging the data from Fortune’s 
WMAC, Datastream, and CRP, the final sample con-
sisted of 2,576 firm-years of data.
Corporate Political Activity. To measure CPA, we 
used a definition encompassing non-market activities, 
which involved one or more of the actions outlined by 
Hadani et al. (2017), such as (1) lobbying efforts, either 
in-house or through external hires, (2) PAC contribu-
tions or the presence of political connections between 
the organization and policymakers, such as politi-
cally connected personnel, directors, or stockholders, 
(3) any reported lobbying efforts or interactions with 
regulatory bodies through petitions, testimonies, or 
other means, and (4) political activity conducted by 
the trade association or umbrella body of which the 
organization in question is a part.
Corporate Investment. In our study, we defined corpo-
rate investment as any expenditure or asset purchase 
made with the goal of achieving higher income or 
value appreciation, which is not only for the present 
but also for future interests. The motivation behind 
such investments is the expectation that future returns 
will be greater than the initial investment. The focus 
of corporate investment is on acquiring assets that are 
expected to yield returns of their own. We used three 
measures to capture corporate investment: (1) Capital 
Expenditure (Capex), which is calculated as the capi-
tal expended, scaled by the sum of assets in the previ-
ous year; (2) Asset Growth, which indicates the rate of 
growth of total assets; and (3) R&D Intensity, which is 
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Table 2. Descriptive Statistics Summary

often seen as a determinant of corporate investment 
(Hill, Snell, 1988; Hoskisson et al., 1993) and as an 
indicator of efforts for innovation and invention. We 
measured R&D intensity by calculating R&D expendi-
ture as a percentage of the total sales generated by the 
organization. These data points were obtained from 
the DataStream database. The following equations 
were used to calculate corporate investment:
Capex = (Capital expenditure of firm) /  
(Total Assets)                      EQ(8)
Assets growth rate =  (Total Assetst – Total Assetst–1) / Total 
Assetst–1                                        EQ(9) 
R&D Intensity = (Total R&D Expendture )/ 
(Total Sales)                                                                       EQ(10)

Control Variables. This study included multiple con-
trol variables at the industry, firm, and time levels to 
account for the small effects of CPA on the depen-
dent variables. At the industry level, the 4-digit SIC 

code was used to control for differences in profitabil-
ity across different markets within the industry. At the 
firm level, control variables included firm size, fixed as-
set size, liquidity, country of origin, and advertisement 
intensity. Firm size was measured by total assets, fixed 
assets were derived from the balance sheet, liquidity 
was measured by the current ratio, and profitability 
was measured by return on assets. Free cash flow was 
used to determine the amount of free cash available 
to the firm. All data points for control variables were 
obtained from the DataStream database.

Results and Discussion
Descriptive Statistical Analysis
In this section, the statistical summary of data used in 
the study is provided. The sample comprised 368 com-
panies, generating 2,119 observations for each variable. 
The distribution of the firms across ten different indus-
tries is presented in Table 1, with transportation hav-
ing the highest representation (26 firms) and power 
having the lowest. The sample’s descriptive statistics 
and correlation matrix are presented in Tables 2 and 
3, respectively. The study indicates that organizations 
incur debt to finance their operations and purchase as-
sets, while the use of operating cash flow for such pur-
poses remains limited. The variance in firm size was 
relatively small, considering revenue and asset context. 
Variable correlations were between 0.2655 and -0.0011, 
which can be categorized as low. The study uses the 
Variance Inflation Factor (VIF) to ascertain the pres-
ence of multicollinearity, and VIF values ranged be-
tween 1.06 and 6.29, which is an acceptable range giv-
en the maximum acceptable value of 10. The tolerance 
was between 0.1588 and 0.9977, while the mean VIF 
value stood at 2.69 for the studied parameters, con-
firming no multicollinearity issues. 

Sector No of Firms
Computer and Communication 35
Consumer Product 33
Contracted Services 35
Media and Entertainment 45
Natural Resources 34
Power 24
Precision 35
Shelter 41
Store and Distribution 53
Transportation 33
Total 368
Source: authors.

Table 1. Industry Distribution  
of Firms in the Sample 

Variable Measure Used Observation Mean Std Dev Min Max
Capex Ratio of capital expenditure to total asset 2576 0.0947 0.1835 0.3552 1.3243
Asset 
Growth 

Ratio of different change in Assets over a given period 2576 0.1949 0.4889 0.2818 2.1235

ln CPA Logarithm total CPA of 
company i in year t

2576 8.3706 1.8334 0.2451 12.4798

Profitability Return of Asset 2576 8.3895 1.8176 4.2271 12.4521
ln Total 
Asset

Logarithm of the total assets of 
company i in year t

2576 8.7292 1.8956 8.2271 13.5217

R&D 
Intensity

Ratio of R&D expenditures to total assets of company i in year 
t

2576 0.0486 0.1014 0.0245 1.5148

Leverage Liabilities divided by total 
assets to measure i in year t

2576 1.1966 0.6941 0.1133 6.8989

Free Cash 
Flow 

Logarithm of free cash flow of company i in year t 2576 0.0360 0.1929 -5.7142 0.89491

Advertising 
Intensity 

Ratio of advertising expenditures to total assets of company i 
in year t

2576 0.1486 0.0914 0.2245 0.51428

Notes: All statistics are based on original data values.
Source: authors.
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Conditional Mean Method - System GMM Results
To estimate the CPA-Corporate Investment frame-
work, we employed dynamic panel data and the two-
step Generalized Method of Moments (GMM) esti-
mation technique. This approach offers the advantage 
of eliminating unobservable firm-specific effects that 
remain constant over time. By taking the first differ-
ence for every parameter, such effects are effectively 
removed. Additionally, utilizing this technique helps 
manage correlations between the regressors and the 
error terms efficiently. Moreover, it reduces the like-
lihood of endogeneity by incorporating lagged values 
of difference equations and level variations that consti-
tute the first differences.
In this study, we utilized the estimated values of As-
set Growth, Capex, and R&D intensity to model cor-

porate investment, while CPA was utilized to assess 
the impact of dynamic CPA on the correlations and 
heterogeneity of corporate investment. To ensure the 
robustness of the model, misspecification testing was 
conducted through AR(1) and AR(2) second-order se-
rial correlation tests, as well as the Hansen test to ex-
amine constraints. The results indicated high p-values, 
signifying no residual correlation and validating the 
instrument and estimate consistency of the System 
GMM. Moreover, the study further validated the ap-
plicability of the System GMM model specification us-
ing authentication. The lagged dependents were found 
to have positive coefficients and statistical significance, 
suggesting that past financial performance significant-
ly influences the present.
The evidence presented in Table 4 supports a posi-
tive relationship between CPA and corporate invest-

Table 3. Correlation Matrix

Variable Capex Asset 
Growth ln CPA Profitability ln Total 

Asset
R&D 

Intensity
Free Cash 

Flow 
Advertising 

Intensity Leverage

Capex 1
Asset Growth 0.0775 1
ln CPA 0.1623 0.0333 1
Profitability 0.1198 0.0138 0.0463 1
ln Total Asset -0.0109 -0.0021 -0.0025 -0.0201 1
R&D Intensity 0.1510 0.0865 0.0602 0.2874 -0.073 1
Free Cash Flow 0.0118 -0.0011 0.0011 0.0484 -0.0013 0.0998 1
Advertising Intensity 0.0892 0.0194 0.0082 0.0375 -0.0038 0.2665 -0.0033 1
Leverage 0.0754 0.0462 -0.0239 0.0355 -0.0235 0.2189 -0.0375 -0.0169 1
Source: authors.
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Table 4. The effect of CPA on Corporate Investment

 Variable 
System GMM

Asset Growth R&D Intensity Capex 
Asset Growtht-1 0.197*** (-0.03) - -
R&D Intensityt-1 0.122*** (-0.00529) -
CAPEXt-1 - - 0.0712* (-0.0381)
ln CPA 0.1106*** (-0.0209) 0.00227* (-0.00126) 0.0917*** (-0.0234)
ln Total Assets -0.00685 (-0.0402) -0.00279*** (-0.00103) -0.0630*** (-0.0221)
Leverage 0.285*** (-0.0168) 0.00743 (-0.00895) -0.000422 (-0.000465)
Advertising Intensity 1.774*** (-0.521) -6.13E-05 (-6.05E-05) -0.0439 (-0.1340)
Free Cash Flow 1.799* (-1.014) -7.44E-05 (-5.20E-05) 0.0204 (-0.0810)
Profitability 1.2300 (-1.909) 0.000689 (-0.0015) 0.00215*** (-0.000762)
Constant -0.0958 (-0.309) 0.0123* (-0.00638) -0.129*** (-0.0479)
Observations 2576 2576 2576
Number of groups 368 368 368
Number of Instruments 23 23 23
R-squared - - -
AR(1) -1.39(0.029) -1.07(0.028) -2.35(0.019)
AR(2) -2.45(0.707) -1.05(0.293) 1.61(0.107)
Hansen Test 19.75(0.182) 8.72(0.892) 24.32(0.090)
Difference in Hansen Test 3.82(0.575) 3.492(0.900) 15.01(0.710)
Note: Statistical significance is based on firm-level clustered standard errors. ***, ** and * denote statistical significance at 1%, 5% and 10% respectively. 
The standard errors are reported in parentheses. 
Source: authors.
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Table 6. Results of the Quantile Dynamic Panel Model with Asset Growth  
as the Corporate Investment Measure (Asset Growth) 

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Variables τ = 0.10 τ = 0.20 τ = 0.30 τ = 0.40 τ = 0.50 τ = 0.60 τ = 0.70 τ = 0.80 τ = 0.90
Asset Growtht-1 0.0585***

(0.000377)
0.0497***
(0.000227)

0.0439***
(0.000892)

0.0369***
(0.000233)

0.0348***
(0.00236)

0.0649***
(0.000104)

0.0383***
(0.000531)

0.0330***
(0.000653)

0.0677***
(0.00310)

ln CPA 0.00391***
(0.000190)

0.00198***
(0.000234)

0.000566**
(0.000236)

0.00120***
(0.000148)

-0.00183***
(0.000432)

-0.00282***
(0.000204)

-0.00493***
(9.31e-05)

-0.00626***
(0.000146)

-0.0151***
(0.00101)

ln total Assets -6.04e-09
(4.54e-09)

-1.47е-07***
(1.09e-08)

-2.26е-07***
(5.82e-09)

-3.94е-07***
(8.01e-09)

-3.30e-07***
(7.71e-09)

-2.52е-07***
(3.64e-09)

-2.81е-07***
(3.83e-09)

-3.77е-07***
(2.60e-09)

-2.78е-07***
(7.50e-09)

Leverage 0.0878***
(0.000190)

0.136***
(0.000106)

0.158***
(0.000370)

0.196***
(8.55e-05)

0.238***
(0.000618)

0.237***
(6.36e-05)

0.268***
(0.000226)

0.317***
(0.000242)

0.318***
(0.000524)

Advertising Intensity -0.0234**
(0.0110)

-0.0155***
(0.00511)

-0.0220***
(0.00436)

-0.0236***
(0.00160)

0.00984
(0.0142)

-0.0267***
(0.00263)

-0.0387***
(0.00208)

0.0529***
(0.00451)

0.163***
(0.0185)

Free Cash Flow 0.0207***
(0.00379)

0.0902***
(0.00988)

0.0468***
(0.00792)

0.0699***
(0.00382)

0.0588*
(0.0340)

0.128***
(0.00327)

0.211***
(0.00259)

0.318***
(0.00944)

0.515***
(0.0416)

Profitability 1.017***
(0.00367)

1.071***
(0.00295)

1.118***
(0.0113)

1.200***
(0.00297)

1.244***
(0.00663)

1.169***
(0.00264)

1.155***
(0.00256)

1.068***
(0.00420)

1.017***
(0.0136)

Observations 2576 2576 2576 2576 2576 2576 2576 2576 2576
Number of groups 368 368 368 368 368 368 368 368 368

Note: *, **, *** means significant at 10%, 5% and 1% respectively. CPA = corporate political activity.
Source: authors..

ment. Models 1, 2, and 3 demonstrate that all three 
variables (Asset Growth, R&D Intensity, and Capex) 
have significantly positive coefficients with corporate 
investment (e.g., β = 0.11065, p-value < 0.001 for As-
set Growth; β = 0.00227, p-value < 0.01 for R&D In-
tensity; and β = 0.0917, p-value < 0.005 for Capex). 
These findings indicate that as CPA increases, its 
impact on corporate investment also rises, support-
ing Hypothesis 1. The positive correlation between 
CPA and corporate investment aligns with previous 
studies (Czarnitzki, Toole, 2007; Hyytinen, Toivanen, 
2005), suggesting that government initiatives to al-
leviate market uncertainty for new products through 
project subsidies and capital funding can facilitate 

businesses in securing investments and addressing 
financial challenges.
It appears from the study’s findings that well-estab-
lished, large firms with limited growth avenues and 
low risk tend to strategically engage in political activi-
ties and exhibit higher levels of R&D spending, asset 
growth, and capital expenditure. These firms also tend 
to outperform politically disconnected firms in terms 
of corporate investment. These findings are consistent 
with prior research on the relationship between corpo-
rate political activity and business performance. Addi-
tionally, the study suggests that higher salaries paid to 
political delegates may be associated with better busi-
ness performance.

Table 5. Results of the Quantile Dynamic Panel Model with Capex  
as the Corporate Investment Measure (Capex) 

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Variables τ = 0.10 τ = 0.20 τ = 0.30 τ = 0.40 τ = 0.50 τ = 0.60 τ = 0.70 τ = 0.80 τ = 0.90
Capext-1 0.381***

(0.00428)
0.388***
(0.00463)

0.465***
(0.0131)

0.427***
(0.000845)

0.403***
(0.00566)

0.373***
(0.00849)

0.379***
(0.00275)

0.345***
(0.00333)

0.321***
(0.0157)

ln CPA 0.00293***
(9.77e-05)

0.000608***
(0.000120)

0.000641***
(0.000124)

-0.00194***
(1.69e-05)

-0.00191***
(0.000118)

-0.00448***
(0.000132)

-0.00359***
(6.74e-05)

-0.00493***
(8.34e-05)

-0.00552***
(0.000299)

ln total Assets 6.14е-09
(5.75e-09)

2.35е-08***
(1.91e-09)

3.55е-08***
(2.48e-09)

5.16е-08***
(3.04e-10)

3.52е-08***
(1.90e-09)

6.86е-08***
(2.39e-09)

4.24е-08***
(9.87е-10)

5.21е-08***
(2.19e-09)

2.07е-08***
(3.27e-09)

Leverage -2.05e-05
(5.89e-05)

8.17е-05
(9.17e-05)

-0.000374***
(7.12e-05)

-0.000220***
(1.28e-05)

-0.000222**
(9.72e-05)

-3.25е-05
(9.12e-05)

-0.000163***
(1.75e-05)

-0.000221***
(2.19e-05)

-0.000212***
(6.22e-05)

Advertising 
Intensity

-0.109***
(0.00290)

-0.0595***
(0.00551)

-0.0317***
(0.00304)

-0.0267***
(0.000450)

-0.0165***
(0.00183)

0.00268
(0.00238)

0.0216***
(0.00155)

0.0488***
(0.000782)

0.0342***
(0.00670)

Free Cash Flow 0.0491***
(0.00216)

0.0307***
(0.00255)

0.0229***
(0.00608)

0.0533***
(0.000271)

0.0595***
(0.00343)

0.0564***
(0.00282)

0.0560***
(0.000830)

0.0528***
(0.00189)

0.0261***
(0.00317)

Profitability 0.288***
(0.00368)

0.317***
(0.00193)

0.292***
(0.00734)

0.313***
(0.000339)

0.322***
(0.00384)

0.354***
(0.00418)

0.359***
(0.00195)

0.385***
(0.00167)

0.400***
(0.00833)

Observations 2576 2576 2576 2576 2576 2576 2576 2576 2576
Number of groups 368 368 368 368 368 368 368 368 368

Note: *, **, *** means significant at 10%, 5% and 1% respectively. CPA = corporate political activity.
Source: authors..
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Panel Quantile Regression 
The results of the study show that the effects of CPA on 
corporate investment vary across different quantiles of 
the independent and dependent variables. Specifically, 
lower quantiles of CPA (from 0.10 to 0.40) have a posi-
tive influence on corporate investment, while higher 
quantiles (from 0.50 to 0.90) lead to adverse effects. 
This suggests that positive changes in CPA negatively 
affect corporate investment. The details of the quantile 
estimate results can be found in Tables 5, 6, and 7.
Lower Quantiles (0.10 - 0.40).  According to the re-
sults presented in Tables 5, 6, and 7, the relationship 
between CPA and corporate investment varies de-
pending on the quantiles of the variables. In particular, 
low-investment firms in the 10th and 40th quantiles 
benefit from the positive influence of CPA on invest-
ment, while high-investment firms in the 50th to 
90th quantiles experience negative effects of CPA on 
investment. This finding suggests that firms with low 
investment levels, especially those in the lower quan-
tiles, should emphasize developing their connections 
with the government and engaging in CPA. Doing so 
would enable them to receive support and resources 
from the government, reduce market-based risks, ac-
cess preferential debt-based finance and tax benefits, 
and enhance their political capital. These benefits 
would make them more resilient to market pressures 
and better positioned to compete. The results are con-
sistent with previous studies that highlight the value 
of CPA in improving business performance (Houston 
et al., 2014; Tee, 2018) and reducing uncertainty (Mit-
nick, 1993). Moreover, engaging in CPA may allow 
firms to influence policy and regulations in their favor 
and gain access to large government projects (Gomez 
et al., 2017). 

Table 7. Results of the Quantile Dynamic Panel Model with R&D Intensity  
as the Corporate Investment Measure (R&D intensity) 

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Variables τ = 0.10 τ = 0.20 τ = 0.30 τ = 0.40 τ = 0.50 τ = 0.60 τ = 0.70 τ = 0.80 τ = 0.90
R&D Intensity t-1 0.610***

(0.0212)
0.651***

(0.000440)
0.776***

(0.000504)
0.823***
(0.00168)

0.816***
(0.000261)

0.837***
(0.00487)

0.846***
(0.00248)

0.839***
(0.0136)

0.816***
(0.00210)

ln CPA 38.71**
(17.70)

36.05***
(0.347)

22.98***
(0.279)

24.96***
(0.983)

-41.06***
(0.295)

-32.06***
(1.196)

-27.39***
(2.277)

-27.86***
(7.312)

-30.91***
(1.140)

ln total Assets 0.0148***
(0.00167)

0.0205***
(2.74e-05)

0.0190***
(2.79e-05)

0.0187***
(0.000128)

0.0202***
(1.10e-05)

0.0228***
(0.000437)

0.0260***
(0.000202)

0.0313***
(0.000781)

0.0391***
(0.000162)

Leverage -4.730
(5.234)

-0.386***
(0.00833)

-1.247***
(0.101)

0.464
(0.466)

0.275***
(0.0181)

-1.459
(1.698)

-0.487
(0.462)

0.367
(2.024)

-0.336
(0.751)

Advertising Intensity -160.9
(328.2)

13.72***
(2.994)

43.64***
(2.244)

-37.12***
(6.591)

-41.68***
(0.687)

-53.09
(61.95)

-96.76**
(43.96)

-70.34**
(34.28)

-28.11
(43.53)

Free Cash Flow -568.3
(578.8)

84.83***
(3.547)

125.3***
(3.540)

138.7***
(22.10)

121.1***
(2.066)

-73.84
(138.9)

123.6*
(71.38)

-37.44
(124.7)

-16.75
(38.05)

Profitability -153.4
(348.2)

220.5***
(1.320)

167.9***
(4.124)

176.0***
(5.060)

156.3***
(1.148)

340.3***
(131.0)

238.2***
(59.30)

238.2***
(66.42)

96.74***
(22.97)

Observations 2576 2576 2576 2576 2576 2576 2576 2576 2576
Number of groups 368 368 368 368 368 368 368 368 368

Note: *, **, *** means significant at 10%, 5% and 1% respectively. CPA = corporate political activity.
Source: authors..

Higher Quantiles (0.50 - 0.90). The results from Tables 
5, 6, and 7 suggest that, on average investment levels, 
corporate political activity (CPA) has a negative im-
pact on corporate investment in higher quantiles (50th 
and 90th). This indicates that firms in these quantiles 
should not rely on government resources to enhance 
their corporate investments. After a certain thresh-
old of investment, organizations should not focus on 
building excessive dependence on the government 
through CPA; instead, they should concentrate on in-
creasing sales on their markets. Higher sales are essen-
tial to mobilize corporate investments, which is more 
effective than CPA investment. Sales increase cash 
flow, which enables market expansion, improved tech-
nology, increased capital, and better promotion and 
development. Therefore, firms with higher corporate 
investment levels should concentrate on strengthening 
their market presence, increasing sales, and working 
toward a sustainable competitive advantage to facili-
tate better corporate investment. Hence, Hypothesis 3 
is supported. 

Conclusion
The study collected data on corporate investment and 
CPA from various databases, including DataStream, 
CRP, and Fortune WMAC, from 2016 to 2022 to ana-
lyze the relationship between CPA and corporate in-
vestment. The study used a detailed set of variables to 
model the socioeconomic and political characteristics 
of US institutions. The analysis showed that firms en-
gaged in CPA have higher levels of corporate invest-
ment compared to those that do not use CPA. This 
positive effect is statistically significant for firms in the 
middle quantile who are likely to receive government 
support through CPA. The study’s findings suggest a 
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ICT Profiles of Russian Companies at the 
Industry Level: Resource Management 

Strategies

Abstract

The study investigates the Russian information and com-
munication technologies (ICT) landscape with a focus 
on sustainable ICT combinations at the industry level. 

The ICT combination for a company reflects its ICT profile, 
which is considered in resource theory as the firm’s ability 
to create competitive advantages based on resource comple-
mentarity. Unlike previous papers, it is not an expert-speci-
fied combination of ICT that is being studied, but a tool for 
the automated search for interconnected technologies based 
on machine learning methods is proposed, which makes it 
possible to identify stable combinations implemented simul-
taneously by several companies in a certain industry. ICT 
profile identification was conducted based on the analysis of 

relationships across a wide range of IT, from basic infrastruc-
ture to AI-based business efficiency management systems. 
The final dataset includes 110 IT technologies for over 29,000 
companies from 31 industries spanning from 2006 to 2022. 
The following conclusions were drawn: (1) a typical profile for 
most industries consists of a combination of business process 
management (BPM) and software as a service (SaaS), (2) in-
surance and finance industries are the leaders in the diversity 
and complexity of ICT profiles, (3) supplementing ICT pro-
files with AI-based solutions holds great potential for Russian 
companies, (4) the implementation of ICT profiles is linked 
to companies’ financial performance; however, these relation-
ships vary significantly across industries.
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Introduction
Information and communication technologies (ICT) 
make a critical contribution to the digitalization of 
the economy, while their efficient application is a 
vital condition for economic growth (Karim et al., 
2022). Numerous studies demonstrated the impor-
tant role ICT plays in the development of countries 
(Habibi, Zabardast, 2020) and companies (Chae et 
al., 2018; Li et al., 2022), along with such traditional 
factors as labor and capital.
ICT refers to a very wide range of technologies from 
basic infrastructure to artificial intelligence-based 
business performance management systems that lead 
to a high variability in corporate ICT architectures. 
Recent studies highlight the growing importance of 
ICT in the implementation of advanced solutions 
such as cross-cutting AI technology (Agarwal et al., 
2021; Enholm et al., 2022; Dumas et al., 2023), and 
the shortcomings of traditional approaches to as-
sessing their effectiveness. For example, when ICT 
investment data is summarized (Mithas, Rust, 2016) 
or the contribution of particular technologies is as-
sessed (HassabElnaby et al., 2012; Daviy, 2023), cor-
relation between these technologies is often ignored. 
Problems with ICT integration are major barriers 
hindering the effective implementation of new tech-
nologies (Xue et al., 2005; Amid et al., 2012; Coşkun 
et al., 2022). Empirical studies increasingly reveal an 
insignificant or even negative impact of certain ICTs 
on company performance, attributing this to the 
waste of relevant expenditures due to various cir-
cumstances or particular combinations of resources.
Few previous empirical studies attempted to take 
into account the heterogeneity of ICTs and assess 
their overall performance. This is largely due to the 
lack of detailed corporate data on ICT adoption, 
since its disclosure could be used by competitors 
to their advantage. Some studies (Hendricks et al., 
2007; Oh, Kim, 2023) did consider the benefits of 
applying several ICTs in combination, but the lists 
of analyzed technologies were drafted by experts, 
and thus may not reflect the actual practices. An 
analytical approach based on considering not just 
individual ICTs, but their combinations was imple-
mented in (Wu et al., 2015; Geum et al., 2015): the 
authors searched for association rules, which allows 
one to objectively identify technology combinations 
based on actual data.
The goal of this paper is to identify stable ICT com-
binations or, put otherwise, the ICT profiles applied 
by Russian companies, and assess their effectiveness 
on the basis of financial indicators. Another ob-
jective is to consider the identified ICT profiles in 
terms of their potential for implementing AI-based 
solutions. By a stable ICT combination, we mean a 
set of technologies simultaneously implemented by 
multiple companies. To describe the situation with 
ICT implementation as thoroughly as possible, for 

example, within a particular industry, we identify 
three types of ICT profiles that can potentially make 
the greatest impact on the company’s performance. 
Firstly, this is the most common combination of 
ICTs without which companies supposedly will not 
be able to do business. Existing studies show that if 
a company does not use Enterprise Resource Plan-
ning (ERP) technology, its use of other resources 
will be less than efficient (Shakina et al., 2022). The 
second ICT profile type comprises the widest range 
of technologies, indicating a high technological lev-
el and a deep penetration of ICTs in various aspects 
of the business. The broader the scope of an ICT 
profile, the more likely the company is to be an ICT 
leader, which serves as a source of its competitive 
advantage (Chae et al., 2014). Thirdly, ICTs must be 
industry-specific (Jacobsson et al., 2017).
The identified ICT profiles allow one to comprehen-
sively describe commonly used ICT combinations 
as the basis for developing multi-technology solu-
tions for companies in particular industries. Also, 
analyzing the technology combinations companies 
need to operate smoothly allows one to identify the 
ICTs for which adoption is critical in terms of with-
standing market shocks. For Russian companies, 
the departure of many major foreign vendors such 
as SAP, Oracle, or Microsoft certainly was a major 
shock. It is also important to identify commonly 
used inefficient ICT profiles, to prevent the applica-
tion of outdated technologies or avoid systemic ICT 
integration problems.

ICT Combinations through the Prism of 
the Resource Approach
Theoretical studies of ICT systems usually tend to 
apply the resource-based approach (Barney et al., 
2001), which defines ICT as companies’ strategic 
resources for obtaining competitive advantages. 
Fundamentally important here is not so much the 
availability of valuable and unique resources as the 
organization’s ability to combine them on the basis 
of their internal potential and availability. Finding 
the optimal combination of resources to achieve a 
synergy from their use is a key objective of pres-
ent-day management (Teece, 2018; Shakina et al., 
2022). In this regard, ICT in general, and specific 
systems in particular, are seen as parts of the com-
pany’s resource portfolio, to be used jointly with its 
other parts. However, only a small number of stud-
ies are focused on the complementarity of specific 
ICTs (Geum et al., 2015; Wu et al., 2015; Díaz-Chao 
et al., 2021), while the ability to intelligently com-
bine them in a single corporate portfolio becomes a 
source of competitive advantage (Geum et al., 2015).
In this paper we consider ICT combinations as pro-
files comprising technologies simultaneously ap-
plied during company operations. In the scope of 
the resource-based approach, an ICT profile is a 
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combination of resources reflecting the organiza-
tion’s strategic ability to manage its competitive ad-
vantages. The decision to use multiple technologies 
can be driven by a variety of factors.
An ICT profile can be a key resource combination 
underlying a business model, and a source of profit 
for the company (Teece, 2018). Several complemen-
tary ICTs can be applied to accomplish production-
related objectives in a more efficient way. It should 
be noted that the technologies’ relationship in the 
scope of a profile does not necessarily have to be of a 
complementary nature: some of them may be relat-
ed to other company resources, generating synergies 
with them. Good examples of such complementarity 
are the implementation of ICT systems such as ERP 
and BI (Gupta et al., 2019), or the combination of 
IoT and Big Data. In recent years, individual ICT 
systems’ functionality has been steadily extending 
due to the use of AI. For example, CraftTalk’s BSS 
Digital2Speech integrates AI into an ICT profile that 
includes CRM, biometric identification, and speech 
technologies.
Three vectors of complementing existing ICT sys-
tems with AI are generally seen as the most promis-
ing ones (Enholm et al., 2022):

1) computer vision: image, photo, and video rec-
ognition, analysis, and classification;

2) natural language processing: text generation, 
sentiment analysis, and perception of informa-
tion created by others;

3) machine and deep learning: clustering, classi-
fication, and integration into recommendation 
systems.

Companies’ choice of an ICT profile is largely de-
termined by the specifics of their industry. The dif-
ferences are related to the role of ICT in particular 
industries (Jacobsson et al., 2017; Chae et al., 2018): 
in some, ICT provides an alternative to human labor, 
i.e., it is applied to automate business processes; in 
others it plays an informational role providing data 
and supporting management decisions; in others 
still, it performs a transformational function, fun-
damentally transforming business models, indus-
try mechanisms, and the interaction of economic 
agents. An additional argument in favor of the sug-
gested approach is the different levels of industries’ 
digitalization, which is clearly reflected in statistics.
Industry affiliation allows one to assess the impact 
of companies’ ICT profiles on their performance. 
Evaluating profiles’ effect is similar to measuring the 
costs and benefits of using ICT capital or individual 
ICT systems. The risks associated with using several 
resources simultaneously include system incom-
patibility, different time required to integrate them 
into the company’s infrastructure, different support 
modes, and so on (Coşkun et al., 2022). A review of 
empirical studies shows that the productivity of ICT 

combinations was analyzed without taking into ac-
count industry specifics, while the actual combina-
tions were suggested by experts (such as, e.g., ERP or 
BI). Given the theoretically substantiated contribu-
tion of ICT profiles to companies’ competitive ad-
vantage, there is a need to test these profiles’ impact 
upon company performance in various industries. 
This, in turn, implies evaluating the use of ICT pro-
files in relevant industries, namely how many com-
panies use a particular profile, i.e., how common a 
particular combination of technologies is.
At the industry level, we identified three ICT profile 
types: typical, complex, and specific. The first refers 
to the most common ICT combination in the indus-
try; the second, to the largest and most widely used 
combination, i.e., the one comprising the largest 
number of technologies and applied by the largest 
number of companies operating in the industry; the 
third type reflects a unique combination of technol-
ogies not encountered in other industries. Typical 
profiles act as a kind of industry standard; complex 
ones are applied by companies implementing inno-
vative ICT strategies (Devece et al., 2017); specific 
profiles can be used to accomplish unique objectives 
arising within a particular industry. In the practical 
part of our study, all three profile types will be as-
sessed in terms of the potential to extend ICT func-
tionality with the help of AI.

Research Methodology
An AI tool was used to identify stable ICT combi-
nations: an algorithm for searching for association 
rules proposed by (Agrawal et al., 1993) and actively 
applied in various sectors of the economy includ-
ing the financial sector (Batarseh et al., 2021; Kaur, 
Dharni, 2022). Essentially, the algorithm searches 
for association rules of the kind “the company im-
plemented both ICT X and ICT Y” (Hegland, 2003). 
Quality metrics (support, confidence, and lift) can 
be calculated for each rule, based on the frequency 
of its (or its individual elements) occurrence in the 
available data array. However, each rule has certain 
specifics.

1) ICT X support is the share of companies in the 
sample that have implemented technology X; in 
a way it shows how frequently the technology is 
used or its popularity; rule X→Y support is the 
share of companies that have adopted both ICT 
X and ICT Y.

2) Rules’ credibility is calculated as the ratio of 
rule X→Y support to the share of companies that 
have implemented ICT X; it reflects the prob-
ability of adopting ICT Y if ICT X has already 
been implemented.

3) The rule’s lift, or the metric of its importance, 
reflects how often the share of companies that 
have implemented both ICT X and ICT Y ex-
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ceeds the share of expected implementations 
when there is no correlation between adopting 
ICT X and ICT Y; if this metric’s value is great-
er than 1, it means ICTs X and Y complement 
each other. In line with our hypothesis that ICT 
profile should comprise complementary tech-
nologies, only association rules with a lift value 
above 1 were considered in further analysis.

In the next methodological step, the Apriori algo-
rithm (Agrawal et al., 1994) was applied: this is a 
classic mechanism for sorting out a set of possible 
association rules. It is a part of an integrated strat-
egy for selecting potential candidates for inclusion 
in stable association rules, the so-called “apriori 
principle” (Hegland, 2003). The result significantly 
depends on the threshold values set for the support 
and credibility metrics: if they are close to 0, the al-
gorithm will identify a large number of rules that, on 
the one hand, might make the subsequent analysis 
labor-intensive, but on the other, reveal productive 
and non-trivial stable rules. If the threshold values 
are set close to the upper limit, the algorithm will 
work faster and yield a small number of rules; how-
ever, these may turn out to be banal and self-evident 
(Hegland, 2003; Hikmawati et al., 2021).
No universal algorithms for determining optimal 
threshold values have been developed yet. In most 
cases researchers set them empirically for each par-
ticular task, taking into account the sample size and 
the maximum number of rules they are willing to 
process (Kotsiantis, Kanellopoulos, 2006). For ex-
ample, it was experimentally demonstrated that for 
different data within different domains, optimal 
support threshold values can vary between 0% and 
60% (Hikmawati et al., 2021). However, several pat-
terns emerge here: the larger the data array, the low-
er the support threshold value should be; and the 
broader the range of ICTs, the lower the support and 
credibility thresholds should be set.
As a starting point for setting minimum optimal 
support and credibility levels, we followed the logic 
of previous studies in a related research area. For ex-
ample, (Wu et al., 2015) set the support threshold at 
10% and (Geum et al., 2015) did so at 3%. The cred-
ibility thresholds were set at 50% and 40%, respec-
tively. Because our sample covers a broader range of 
ICTs than in previous studies, lower threshold val-
ues can be used. Empirically, we settled on 1.5% for 
the support metric and 25% for credibility.
An important criterion for searching for associative 
rules of ICT application is the period during which 
ICTs should be considered as applied by the compa-
ny together. A short period (e.g., one year) will yield 
a small number of such combinations; while setting 
a too long duration would increase the risk that the 
combinations would comprise already abandoned 
technologies, which have not actually been used 

in conjunction with each other. Therefore, using a 
“sliding window” to cover the period of technology 
application appears to be a more effective approach. 
Its duration should be set taking into account the 
rate of ICT systems’ implementation and their ser-
vice life in the relevant industry. Since in this study 
the average observation period for companies’ ac-
tivities was 1.5 years, the search for association rules 
was carried out for its entirety.
To validate the identified ICT profile types and as-
sess the effectiveness of existing industry practices, 
we measured the impact of adopting such profiles 
on company performance. The following fixed ef-
fects model was applied for each industry separately:

yi,t,s = α0,s + α1,s * sizei,t–1,s + α2,s * leveragei,t–1,s + =1 βj,s * 
Profilej,i,t,s + ψi,s + μt,s + i,t,s,        (1)
where y is performance indicators of company i in 
industry s in year t, with s = 1.31.
Labor productivity and profit margins were used as 
company performance indicators. Since implement-
ing and combining technologies requires significant 
investment, their impact on labor productivity was 
seen as an intermediate indicator, and on profit 
margins as the final indicator. Therefore equation 
(1) was calculated for the relevant company perfor-
mance indicators separately for each of the 31 indus-
tries. In such models, company size sisei,t–1 (in our 
case, the logarithm of company assets was applied 
as a proxy for this indicator), and financial lever-
age leveragei,t–1 (calculated as the ratio of borrowed 
capital to company assets) are most often used as 
control indicators (Enekwe et al., 2014; Zavertiaeva 
et al., 2020). Control indicators were applied with a 
one-year lag to address the potential reverse causal-
ity problem (Bellemare et al., 2017; Hill et al., 2021). 
To take into account the individual characteristics 
of companies and macroeconomic conditions, com-
pany and yearly fixed effects were also added to the 
equation, denoted as ψi and μt, respectively.
The variable Profilej,i,t coefficient is of key interest. 
This variable reflects the application of the j-th ICT 
profile by the i-th company in the year t. Technically, 
it is a dummy variable that takes only two values: 1 
and 0. The index k denotes the number of ICT pro-
files in the industry. Generally, as indicated above, 
there are three: specific, complex, and typical. Since 
it was not possible to identify a specific ICT pro-
file for certain industries, the index k for them was 
set to 2. The coefficient  reflects the contribution of 
profile j to company performance yi,t.

Empirical Basis of the Study
To check for the presence of stable relationships 
between ICTs, a database was created comprising 
more than 29,000 companies operating in 31 indus-
tries, which implemented ICT systems in 2006-2022. 
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TAdviser was used as the main data source, it is the 
largest aggregator of news about ICT manufacturers, 
the actual technologies, and their implementation 
in Russia. The data was supplemented with infor-
mation from company websites. The analysis cov-
ered more than 100 technologies. The list of those 
included in the ICT profiles of Russian firms is pre-
sented in Appendix 1.
Data analysis showed that on average, Russian com-
panies use two ICTs, although the maximum per 
company, for example in the financial industry, can 
be as high as 71. In general, we note a high heteroge-
neity of domestic businesses in terms of the number 
of ICTs implemented. Despite the long observation 
period, the average duration per company was 1.5 
years. The effect of using particular ICT profiles 
was assessed on the basis of available SPARK system 
data, taking into account the comparability of data 
from different sources. Table 1 presents descriptive 
statistics on financial indicators by industry, includ-
ed in the model described by equation (1).
Identified ICT Profiles of Russian Companies
The ICT profiles of Russian companies operating in 
various industries were identified with the help of 
the association rules method. The matrix presented 
in Figure 1 reflects the characteristics of various in-
dustries’ technology landscapes in terms of the av-
erage diversity and complexity of the applied ICT 
profiles. Diversity was measured as the number of 
stable technology combinations, and complexity as 
the size of the ICT profile, i.e., the number of tech-
nologies used in combination with each other. The 
circle size on the graph below reflects the techno-
logical level of the relevant industry derived from 
the average number of ICTs applied per company.
The high diversity and complexity of the applied 
ICT profiles may be evidence of a developed indus-
try ICT architecture. The undisputed leaders by this 
criterion are insurance (INS) and financial services 
(FIN). The same quadrant also includes public ad-
ministration (SOC), steam, gas, and electricity sup-
ply (ENR), oil production and refining (OIL), met-
allurgical production (MET), ICT (INT), and min-
ing of other minerals (MIN). At the opposite end 
are the industries with homogeneous ICT profiles 
comprising a small set of technologies: these include 
the activities of public organizations (PUB), and 
hospitality (TOU),, located in the lower left-hand 
quadrant of the matrix (Figure 1). Despite the ap-
parent positive relationship between the diversity 
and complexity of ICT profiles at the industry level, 
one can see that two industries have predominantly 
homogeneous profiles comprising a wide range of 
ICTs, namely management consulting (CST) and le-
gal services (JUR).
During further analysis, the ICT profile types were 
considered. Table 2 presents ICT combinations for 

each industry, which reflect ICT profile categories. 
Additional analysis of the use of AI-based solutions 
allowed the authors to identify industries and ICTs 
already using such tools. In Table 2, AI-based ICTs 
are shown in italics (if the industry companies use 
relevant products). For some industries, no unique 
stable combination was found, i.e., they have no in-
dustry-specific profile.
A cross-industry comparison of the identified ICT 
profiles reveals similarities in technology applica-
tion (in particular, BPM, CRM, EDMS and SaaS) 
due to their general-purpose nature. For example, 
many companies strive to automate client serving 
operations and implement CRM systems; almost 
all of them use EDMS; many have a need to opti-
mize business processes with the help of BPM sys-
tems; the SaaS format offers numerous software 
products provided through outsourcing, including 
cloud computing. However, the above solutions are 
combined with industry-specific complementary 
technologies. In the oil industry, satellite commu-
nications and navigation may be required because 
oil fields are frequently located in remote areas; in 
the public sector data mining is often used, since 
government organizations often deal with citizen 
requests, which are a source of large amounts of 
data. The combined use of management technolo-
gies (ERP, WMS, HRM, CRM) and data analysis (BI, 
data centers, big data) should also be noted. The 
aforementioned technologies are integrated to sup-
port corporate decision-making.
The adoption rate of ICT profiles significantly var-
ies between industries (see Figure 2). For example, 
in education, the typical profile is implemented by 
30% of organizations, while in the mining of other 
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Figure 1. Diversity and Complexity  
of Applied ICT Profiles

Source: authors.
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If in the ICT industry, oil industry, and public ad-
ministration the correlation under consideration is 
positive, in metallurgy, telecommunications, con-
struction, and production of consumer goods it is 
negative. The negative impact can be explained by 
the widespread use of outdated or poorly integrat-
ed technologies, so upgrading ICT seems to be a 
most relevant task for these industries. The success 
of leading metallurgical firms is largely due to the 
implementation of the entire range of ICT profile 
technologies, which provides a good example for 
companies using ineffective typical profiles. How-
ever, in real estate, mining, and ICT, the latter pro-
file type turned out to affect company performance 
positively.
As to complex ICT profiles, a positive correlation 
with companies’ profit margins was established 
in metallurgy, transport, healthcare, and energy, 
though the introduction of these technologies does 
not affect productivity (except in the construction 
industry). Therefore, one can assume that improved 
performance is due to reduced costs and better deci-
sions, not to personnel layoffs.
An analysis of specific industries revealed that in 
metallurgy, the typical profile technologies (BPM 
and SaaS) are included in the complex one, which 
comprises BPM, SaaS, CRM, and EDMS. This em-
phasizes the advisability of adopting the latter two 
technologies for metallurgical firms. This result 
may be explained by the fact that better-performing 
companies have more financial resources to imple-
ment the technologies in question. In healthcare and 
energy, the situation is somewhat different: there is 
no negative correlation between profit margins and 
the use of the typical profile which combines such 
core technologies as video conferencing and SaaS. 
More successful players, in addition to SaaS, also 

minerals only by 6%. Other profile types are imple-
mented much less frequently: complex profiles are 
employed by between 1.5% and 5% of companies, 
and specific profiles are applied only in 20 indus-
tries (the largest share (9%) was found in financial 
services).
The analysis of the implementation of AI-based so-
lutions by domestic companies revealed that not all 
ICT profiles comprise such tools, which indicates 
they have great potential to promote the digitali-
zation of Russian businesses. The leaders here are 
financial services, investments, and audit. These in-
dustries have implemented about 40 EDMS projects 
(stream recognition systems, EDS-SRS). Accord-
ing to the TAdviser portal, most such solutions on 
the Russian market are supplied by Smart Engines. 
Integrating AI tools into BPM systems has good 
prospects. We did not find any information about 
Russian companies that have actually implemented 
such solutions in the publicly available sources, but 
AI-supplemented BPM systems are available on the 
market (e.g. Sherpa RPA by Sherpa Robotics). Such 
tools allow one to adapt and improve business pro-
cesses by making them context-sensitive and fa-
cilitate human-machine interactions (Dumas et al., 
2023).

The Effect of ICT Profiles’ Application, 
by Industry
The impact of ICT profiles on companies’ profit 
margins and productivity was measured in line with 
equation (1). The calculations show that the correla-
tion between using a typical ICT profile and profit 
margins is non-linear. Figure 3 presents data on the 
significant correlations between various ICT profile 
types and firms’ profit margins, normalized to the 
industry average.

Source: authors.

Figure 2. ICT Profile Application by Industry
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technology combination supposedly contributes 
to the more efficient use of human resources. The 
adoption of a typical profile in real estate (BPM and 
SaaS) and mining (EDS and SaaS) increases produc-
tivity even compared to companies implementing 
more advanced complex profiles. However, a more 
efficient use of labor resources does not lead to in-
creased profit margins.
Thus, ICT profiles and their types do affect com-
panies’ financial performance, but this relationship 
varies between different industries.

Conclusion
This study demonstrated the advisability of consid-
ering companies’ stable ICT profiles in theoretical 
and practical terms. These profiles are understood 
as combinations of technologies applied together, 
which become a source of competitive advantage 

use management tools. In healthcare, the relevant 
technologies are BPM, CRM, and EDMS, while in 
the energy sector these technologies are ERP, HRM, 
EDMS, and EDMS-SPR. That is, in these industries 
the most common, the typical profile, comprises a 
set of necessary technologies, which does not allow 
firms to get ahead of their competitors. A similar 
situation is observed in the transport sector, where 
the typical ICT profile comprises safety and vehicle 
control technologies, satellite communications and 
navigation, the use of which does not affect profit 
margins (unlike the adoption of complementary 
systems such as TMS, logistics information system, 
and FMS, which make a positive impact on this in-
dicator).
In the ICT industry, the typical profile includes BPM 
and SaaS, and its use is positively corelated with 
both company productivity and profitability. This 

Table 1. Average Values of Key Variables for the Sample, by Industry

Industry ROS, % Productivity, million 
roubles/person Leverage

Assets, 
million 
roubles

Maintenance of buildings and premises 1.73 28.94 2.26 6519.80
Creative activities (arts and entertainment) 1.74 12.45 2.08 5219.16
ICT 12.71 12.87 0.50 13446.05
Management consulting 5.39 11.74 1.27 2779.34
Light industry 6.17 20.21 1.62 4016.07
Warehouse services 7.50 26.66 1.78 17055.34
Manufacturing of machinery and equipment 2.86 17.07 1.65 16467.56
Metallurgical production 4.32 15.64 1.78 41925.21
Real estate operations 7.28 171.16 13.35 58632.51
Oil production and refining 8.09 36.55 1.20 146273.52
Education 9.27 4.94 0.16 3445.40
Activities of public organisations 5.96 1.63 0.43 8957.94
Food production 4.85 15.59 1.92 8189.67
Publishing 7.81 7.48 1.28 2919.09
Advertising 8.83 27.43 2.54 3043.29
Agriculture 5.62 16.05 0.38 8563.28
Telecommunications 5.66 17.49 3.66 17830.27
Insurance 18.67 44.21 0.54 668588.91
Construction 3.68 26.81 2.00 13558.71
Production of consumer goods 4.64 14.88 1.33 5895.65
Trade 2.64 74.66 1.92 24118.76
Public administration 14.21 4.82 0.03 30318.63
Transportation and storage 7.39 33.41 1.86 19915.37
Hospitality 18.84 7.57 2.09 741.13
Healthcare 7.52 21.77 1.01 10625.07
Financial services 8.05 131.80 5.59 45617.59
Chemical production 8.43 13.04 1.20 15696.13
Steam, gas and electricity supply 3.13 24.80 0.98 28610.29
Legal services 15.68 10.67 0.66 2773.82
Mining of other minerals 6.08 18.00 1.71 70840.78
Total for the sample 7.49 29.01 1.96 1302584.36
Source: authors.
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Table 2. ICT Profiles by Industry

Industry Code Typical Complex Specific

Maintenance of buildings and premises UT BPM, SaaS BPM, CRM, SaaS, EDM

Creative activities (arts and 
entertainment)

ENT BPM, SaaS BPM, HRM, SaaS, EDM VSS, PACS

ICT INT BPM, SaaS BPM, CRM, SaaS, IS, DC Cloud Computing, IaaS, 
PaaS 

Management consulting CST BPM, SaaS BPM, CRM, ITSM, SaaS, EDM

Light industry LI BPM, SaaS IS, EDM, SRS

Forestry and forest industry FST SaaS, WMS BPM, ERP, SaaS, EDM

Warehouse services LD WMS, LIS TMS, LIS, BPM, FMS, SCN BPM, SaaS, WMS 

Manufacturing of machinery and 
equipment

ME BPM, SaaS BPM, CRM, SaaS, EDM PDM, PLM 

Metallurgical production MET BPM, SaaS BPM, CRM, ITSM, SaaS, EDM BI, EAM, ERP 

Real estate operations RE BPM, SaaS BPM, HRM, SaaS, EDM

Oil production and refining OIL ERP, SaaS TMS, BPM, FMS, SCN, EDM ERP, SCN 

Education EDU SaaS, WMS BPM, HRM, SaaS, EDM

Activities of public organisations PUB SaaS, WMS BPM, CRM, SaaS 

Food production FI ERP, SaaS CRM, ERP, ATS, accouting systems CRM, ATS 

Publishing PRN ERP, SaaS Call centres, CMS, CRM, 
accounting systems

Advertising PR BPM, SaaS BPM, CRM, ITSM, SaaS, EDM CRM, HRM, PMS

Telecommunications AGR BPM, SaaS ITSM, SaaS, IS, ICT outsourcing Server platforms, data 
centres

Agriculture TV BPM, SCN TMS, LIS, VST, FMS, satellite 
communications and navigation

Robotics, RBL

Insurance INS BPM, EDM BI, CPM, CRM, ERP, HRM, 
IS, corporate portals, EDM, 
accounting systems

Corporate portals, SRS

Construction CON BPM, SaaS TMS, VST, FMS, satellite 
communications and navigation

Production of consumer goods COM ERP, SaaS BI, Data Mining, Data Quality, 
OLAP

BI, OLAP, WMS 

Trade TD BPM, SaaS SCM, SRM, WMS WMS, ATS 

Public administration

SOC

SaaS, WMS BI, Big Data, BPM, Data Mining, 
ERP, SCM, SRM 

Digitalisation of public 
administration, corporate 
portals

Transportation and storage TR VST, SCN TMS, LIS, BPM, FMS, SCN Call centres, OSS/BSS 

Hospitality TOU ATS, 
accounting 
systems

BPM, SaaS, EDM

Healthcare PHA SaaS, WMS BPM, CRM, SaaS, EDM ERP, MIS 

Financial services FIN BPM, SaaS BI, CRM, SaaS, BI, ICT 
outsourcing, RBS, EDM

SaaS, RBS 

Chemical production CHM ERP, SaaS BPM, CRM, SaaS, EDM MES, WMS 

Steam, gas and electricity supply ENR SaaS, WMS ERP, HRM, SaaS, EDM, SRS ERP, Automated 
commercial electricity 
metering system

Legal services JUR BPM, SaaS BPM, CRM, ITSM, SaaS, EDM

Mining of other minerals MIN SaaS, EDM BI, ERP, HRM, SaaS, EDM ERP, LIS

Source: authors.
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due to resource complementarity. The resource the-
ory allowed us to obtain two theoretical results:
•	The authors concluded that analyzing compa-

nies’ ICT profiles by industry, taking into ac-
count the specifics of their ICT architecture and 
the role of particular technologies in company 
operations is a productive approach;

•	The authors suggested the classification of ICT 
profiles by their popularity, complexity, and 
uniqueness for specific industries; the classifi-
cation includes typical, complex, and specific 
profile types.

The methodological result of the study is adapting 
the association rules method to identify ICT pro-
files at the industry level, including substantiating 
the “support” and “credibility” levels.
The key empirical results include the following. The 
analysis of the diversity and complexity of ICT pro-
files revealed significant heterogeneity of the do-
mestic corporate landscape in terms of the use of 
stable ICT combinations in various industries. This 

confirms the need to take into account industry spe-
cifics when designing state programs to promote the 
digital transformation of the economy. On average, 
companies use two ICT systems, so the typical ICT 
profile includes BPM and SaaS systems. The use of 
AI-based solutions by Russian companies has not yet 
become sufficiently widespread, which allows us to 
highlight this vector as a promising business digita-
lization path. The analysis of the success of adopting 
various ICT profiles in terms of increasing company 
productivity and profit margins did not yield clear 
results.
The theoretical and empirical conclusions of this pa-
per can help increase digital maturity and the qual-
ity of Russian companies’ digital transformations, 
which matches the objectives of the national pro-
gram “Digital Economy of the Russian Federation”. 
Our full-scale study of domestic companies’ ICT 
profiles based on data on more than 29,000 firms 
operating in 31 industries allowed us to identify 
three stakeholder groups. The first comprises ICT 
suppliers who will be able to identify potential mar-
ket niches and opportunities for promoting multi-
tech products. The second target group is the indus-
try players themselves, who will be able to compare 
their ICT profile with the one typical for their in-
dustry, evaluate their competitive environment, and 
consider alternative technology combinations, the 
most relevant offers on the ICT solutions market, 
and possible ways to optimize the use of ICT based 
on benchmarks. This, in turn, should help promote 
demand for ICT products and technologies. The 
third target group is the academic community spe-
cializing in studying technology management and 
corporate economics. Of greatest interest to this 
group are empirically tested stable ICT combina-
tions that reflect industry specifics and the correla-
tion of their use with companies’ financial results.
The limitations of this study include the reluctance 
of many Russian companies to disclose information 
about their implementation of ICT systems. This 
paper is based on open data posted on the internet, 
which does not exclude the possibility that, in reality, 
the ICT systems, including AI-based ones, are used 
more broadly. The prospects for further research 
include studying the dynamics of ICT profiles and 
identifying the reasons for the financial failure of 
some of them in certain industries. Annual moni-
toring of Russian companies’ ICT profiles can be of a 
practical use for investors and financial institutions 
as an analytical tool. Companies could conduct such 
monitoring to plan long-term growth, which would 
help achieve sustainability and transparency.

The study was conducted in the framework of the strategic 
National Research University Higher School of Economics 
project “Digital transformation: technologies, effects, effi-
ciency.”
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Technology Description
BPM Business Process Management: improving organisations’ performance and quality of work of by optimising business 

processes.
SaaS Software as a Service: storing applications on remote servers with access via a web browser, eliminating the need to install 

them on user devices.
CRM Customer Relationship Management: technologies for attracting and retaining clients, and improving customer 

relationships.
EDM Electronic Document Management: creating, processing, storing and transmitting electronic documents in the organisation.
HRM Human Resource Management: planning, hiring, training, performance management, employment termination.
WMS Warehouse Management System: receiving, storing, and shipping goods.
LIS Laboratory Information System: collection, processing and analysis of medical data.
TMS Transportation Management System: route planning, cargo tracking, and vehicle management.
MES Manufacturing Enterprise Solutions: planning, process monitoring, and product quality control.
PDM Product Data Management: managing all product-related information.
PLM Product Life Cycle Management: from concept to launch.
DC Data Centres: processing data using servers and other computing equipment.
ITSM IT Service Management: designing, creating, delivering, operating. and managing information technology services 

provided to clients.
SRS Storage and Retrieval System: digitisation of electronic documents.
BI Business Intelligence: collection, analysis, and transformation of data into information to help companies make better 

business decisions.
CPM Corporate Performance Management: planning, budgeting, forecasting, and analysing financial and operational data to 

achieve the company’s strategic goals.
FMS Flexible Manufacturing System: managing equipment, materials, personnel, and production processes to optimise 

company operations.
IS Information Security: protecting information from unauthorised access, leaks, damage, or destruction.
Cloud 
Computing

On-demand access to computing resources via the internet, such as servers, data storage, and applications, charging only 
for the use.

OSS/BSS Operation Support System/Business Support System: integrated management of corporate telecommunication resources.
PaaS Platform as a Service: providing access to internet platforms to users for developing, testing, and deploying applications 

without the need to manage infrastructure.
IaaS Infrastructure as a Service: providing virtual computing resources over the internet, i.e. renting infrastructure such as 

virtual machines, data storage, and network resources as an alternative to purchasing and maintaining their own.
CMS Content Management System: tools for creating, editing, and managing website content and access rights.
OLAP Online Analytical Processing: collecting, processing, and analysing large volumes of data from various sources to support 

companies’ strategic decision-making.
SCM Supply Chain Management: managing the flow of goods and services from suppliers to end users, including inventory 

management, demand forecasting, order management, and logistics.
SRM Supplier Relationship Management: solutions for strategic selection of suppliers, new product types from a number of 

possible alternatives, and implementing the entire procurement cycle, including electronic trading platforms.
PACS Physical Access Control System: controlling access to buildings, premises, or information systems, including identification, 

authentication, and authorisation systems.
ERP Enterprise Resource Planning: business process management system which allows companies to automate and improve 

management of personnel and resources, including finance, production, sales, and procurement.
VC Video Conferencing systems, which allow users share video, audio, and text-based information in real time while being in 

different places.
VSS Video Storage Systems: specialised applications for managing cameras, recording and playing back videos, analysing data, 

and warning about possible threats. Can be installed on system operators’ computers or on special record storage and 
processing servers.

SCN Satellite Communications and Navigation: communications between satellites and the Earth, establishing objects’ 
location on the surface of the planet; navigation applications which use satellite systems’ data to determine objects’ precise 
coordinates.

PMS Property Management System: managing time, budget, resources, objectives, and communication in the scope of a project.
VST Vehicle Safety Technology: monitoring and managing vehicle safety by tracking their location, speed, driving direction, 

fuel consumption, engine state, and other parameters.
ATS Automated Trading System: servers for managing cash registers; sales floor management systems; trading enterprise 

management systems; additional modules for trade management systems such as decision support, product layout 
automation, etc.

RBS Remote Banking Service: providing access to bank accounts and services to clients via the internet.

Appendix 1. Technologies included in ICT profiles of Russian companies
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Foodtech as Part of  
the Circular Economy

Abstract

Increasing food prices, intensifying competition, and even 
the need for sustainable operations lead players in the 
food sector to innovative strategies. Food Loss and Waste 

(FLW) is a major issue, the solution for which could signifi-
cantly contribute not only to the achievement of Sustainable 
Development Goals (SDGs) but through novel approaches to 
the competitiveness and financial success of said actors. FLW 
studies are often related to production, while the retailers 
have not been broadly researched. Food upcycling has been 
emerging as an innovative solution, to transfer food loss into 
marketable food products. The current study analyzes the 
surplus-based upcycled food products’ consumer acceptance 
and the competitive advantages that could be realized by 
the exploitation of this innovative approach. Following the 
Preferred Reporting Items for Systematic reviews and Meta-
Analyses (PRISMA) guidelines, some of the essential product 
features could be observed based on academic publications. 

The upcycled food is not well-known. Individuals who are 
environmentally conscious most support this type of product. 
However, the low level of processing was seen as a desirable 
feature for everyone. Due to the low level of processing, tech-
nophobia should not hamper, but rather support the spread 
and use of surplus-based products. Similar to conventional 
food, taste, sensory appeal, and price are those characteris-
tics that can influence consumers’ decision-making. Without 
a significant increase in marketing expenditures, innova-
tive retailers can influence potential customer engagement 
through comprehensive and educational advertising. Offline 
presentations and trials are consistently more persuasive in 
involving customers, but the significance of online informa-
tion sharing is equally important. These results imply that in-
novative businesses, by selling upcycled food, could realize 
competitive advantages from multiple sources while contrib-
uting to the SDGs.
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Introduction
The food sector is a dynamic and competitive in-
dustry, where retailers play a crucial role in shaping 
consumer choices and influencing the overall food 
system. These actors face a multitude of challenges 
and opportunities in navigating the evolving land-
scape of food production, consumption, and waste. 
Retailers must constantly differentiate themselves to 
attract and retain customers. Pricing is one of the 
decisive factors where they can compete. Due to this 
reason, food companies strive to find ways to lower 
their costs and pass those savings on to consumers. 
The other relevant area of competition is product 
assortment, where product offering has to fit the 
needs of the customers, but the economic aspects 
of the operation have to play a crucial role, too. The 
innovative retailers who can collectively consider 
and solve these issues should gain competitive ad-
vantages. All these challenges are embodied in the 
food waste generated by retailers. It provides an un-
exploited potential for the utilization of surplus. Ac-
cording to the Food and Agriculture Organization 
of the United Nations (FAO) (2011), approximately 
one-third of all food produced is lost or wasted glob-
ally. The distribution of it along the value chain var-
ies considerably, but a relevant share of FLW is cre-
ated at the retail level (Luo et al., 2022; Goodman-
Smith et al., 2020). Particularly inadequate storage, 
incorrect forecasting, and overstocking practices 
contribute to the high loss of retailers (Herzberg et 
al., 2022; Riesenegger, Hübner, 2022; de Moraes et 
al., 2020). To mitigate these, the products close to 
their expiration date are often proffered with high 
discounts (Wu, Honhon, 2023; Tsalis et al., 2021). 
However, after this time the unmarketable products 
do not generate significant income, since these are 
often donated, composted, or sold to companies that 
recycle or upcycle them (Lowrey et al., 2023; Nenciu 
et al., 2022; Huang et al., 2021). The innovative play-
ers in production have discovered the market value 
of the byproducts. Upcycling involves transforming 
food loss into new and valuable products, divert-
ing it from landfills, and reducing environmental 
impact (Punia Bangar et al., 2024; Mirosa, Bremer, 
2023). This creative approach not only reduces food 
loss but also generates new revenue streams for busi-
nesses (May, Guenther, 2020) while contributing 
to environmental and social responsibility (Horoś, 
Ruppenthal, 2021; Jeswani et al., 2021). 
Food upcycling encompasses a wide range of inno-
vative solutions, which are mostly based on byprod-
ucts. Although the difference is significant between 
products made from byproducts and surplus food, 
these are rarely emphasized. Surplus food refers to 
food that is produced (or harvested) over what is re-
quired or demanded (Papargyropoulou et al., 2014). 
Meanwhile, a byproduct is a secondary product or 

substance that is produced during the manufacture 
or processing of another primary product (Rațu et al., 
2023). The first was made for human consumption, 
but the second could be used for the same purpose 
only after processing (Damiani et al., 2021; Alao et 
al., 2017). The definition of upcycled food also of-
ten confuses the “raw material” used in the process 
(Thorsen et al., 2022). Beyond the theoretical issues, 
the differences in the management of creating edible 
products from these various raw materials are much 
more significant. While in one case a predictable 
amount of a given raw material is available, in an-
other neither the product nor its amount is foresee-
able. This phenomenon could make it complicated 
for innovative retailers to plan. However, it could 
be worth addressing this, since lately consumers 
face higher food prices worldwide (due to the con-
sequences of inflation caused by the pandemic and 
war) which lead many of them to economize (Abay 
et al., 2023; Fan et al., 2023), and simultaneously 
one must consider the growing attention to and im-
portance of eco-friendliness, which could foster de-
mand for upcycled food (Chanda et al., 2023; Kim, 
Lee, 2023; Sharma et al., 2023). The current work 
aims to study the niche of surplus-based upcycled 
food products through the consumers’ acceptance. 
Based on the provided comprehensive overview, this 
work highlights the potential benefits of this inno-
vative approach’s early adoption in the retail.

Material and Methods
A systematic literature review offers a structured ap-
proach to evaluating the available evidence related 
to a specific research question. This method encom-
passes the identification, evaluation, and analysis of 
relevant studies filtered by specific search criteria 
published in high-quality journals (Mishra, Mishra, 
2023). To conduct comprehensive research the 
Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses for Protocols (PRISMA) guide-
lines were followed, which were originally used for 
healthcare-related studies (Page et al., 2021). To 
achieve an extensive base the academic databases 
of Scopus, Web of Science, and Science Direct were 
used. Since the current work aimed to identify and 
synthesize the existing evidence on the acceptance 
of upcycled food, the used keywords were the fol-
lowing: acceptance, food, upcycling, and upcycled. 
The application of “and”, and “or” operators provid-
ed a more specific search query. The records of the 
databases had to contain these terms in the title, ab-
stract, or keywords. Only scientific articles written 
in English were evaluated, which have been record-
ed until December 26, 2023. A total of 682 relevant 
articles were identified. These works were managed 
by Rayyan, which is an online free-to-use platform 
to facilitate systematic literature reviews.1  The in-
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cluded works had to be based on primary data, and 
the definition of upcycled food applied in the given 
study was strictly reviewed. Given that the term “up-
cycled food” means different products in many cas-
es (Spratt et al., 2021). The definitions used by the 
identified studies in this research were analyzed one 
by one. The number of articles that examined only 
the acceptance of food not produced using byprod-
ucts was rather low. Therefore, those studies whose 
definition did not exclusively focus on surplus in 
their definition were also analyzed. Unfortunately, 
surplus food is often considered as food waste (FAO, 
2015), and due to this theoretical issue, this expres-
sion could not be added to the search criteria. To 
extend the number of the studied works, the refer-
ences of the publications and even materials outside 
the academic sphere (grey literature) were checked. 
However, there was no suitable material to be added. 
This phenomenon may also support the under-rep-
resentation of the given topic. Figure 1 presents the 
structure of the applied method.
After the selected articles were uploaded to Rayyan, 
the duplicates and irrelevant studies were identified. 
After this round, 552 articles remained as the basis of 
the systematic literature review. The initial screen-
ing was based on the abstracts which resulted in the 
exclusion of 174 articles. In the next section, the re-
maining 378 studies were analyzed to identify the 
various fields within the domain of upcycled food 
consumer acceptance. The popularity of upcycling 
in general has been rising as a significant method 
that supports the realization of various SDGs. Due 
to this issue, a wide range of less relevant studies 
could be found within the current database as well. 
As seen in Figure 2 a high share of works studied 
“plastic” in 2023. The relevance of this topic is prob-
ably due to the significant increase in research on 
which food (food waste) can be used to replace plas-
tic food packaging with degradable or edible covers 
(Bhargava et al., 2020; Dilkes-Hoffman et al., 2018). 
The distribution of the topics not related to the cur-
rent research was as follows; battery: 17, building: 
77, electronic waste: 21, fashion: 34, plastic: 73, the-
ory: 84, soil: 6, and wastewater: 21. After a thorough 
examination of available research only five relevant 
academic publications were left.
The “building” related articles also presented a high 
share. However, this approach of upcycling does 
not truly offer a sustainable solution to food waste. 
Since the use of construction materials regularly 
does not return to nature as organic components 
(Zhang et al., 2022; Barbu et al., 2021). The share 
of works focused on “wastewater” was also substan-
tial. This field could have a high impact in the near 
future on the food industry through the increased 
agricultural productivity (Lee et al., 2022; Roman, 
Brennan, 2021).

Results
Related Reviews
An analysis of the review articles was carried out to 
gain insight into the existing body of knowledge. To 
achieve this, the same PRISMA method was used 
that provided the basis for the study, but this time 
only the relevant articles were involved. From the fif-
ty-three reviews, only four could be considered rel-
evant for the current study. Their main findings are 
presented in Table 1. The published studies revealed 
major differences between the used definitions. The 
various approaches differed regarding the source of 
the upcycled food. The broad approach defines the 
raw material as an ingredient that otherwise would 
not be used for human consumption (Moshtaghian 
et al., 2021). A more specific approach points out 
that these materials are typically discarded near the 
source, and are often called co-streams or byprod-
ucts (Bhatt et al., 2020). While only the most widely 
used approach involves surplus as a possible source 
of upcycled food (Thorsen et al., 2022). These sub-
stantial variances in the definitions became clear 
during the analysis of the research articles.
 
Academic Papers
The study of Jamaludin et al., (2022) delves into the 
issue of food waste in Malaysia. The data was col-
lected in an urban area of Kuala Lumpur between 
October and November 2021, where 147 partici-
pants answered a semi-structured questionnaire. 
The authors also conducted a pilot test, to verify the 
clarity and validity of the questions. The respon-
dents had to choose between two models based on 
their preferences. The first option suggested that the 
produced food would be consumed by the house-
holds and the potential leftovers would be used as 
landfills, so increasing the amount of methane and 
carbon dioxide gases, which is disadvantageous for 
climate change. In the other case, the food will be 
consumed, and the potential leftovers will be used 
to provide higher-quality products by reprocess-
ing. The overwhelming part of the surveyed chose 
the second – circular economy – model. The ten 
percent of the respondents who preferred the first 
option were men with low income and education 
levels. Questions were asked related to the taste of 
the upcycled products as well. All in all, less than 
twenty percent found that the upcycled food  had a 
suboptimal or bad taste. This high openness paired 
with a willingness to pay since seven out of ten re-
spondents would be ready to pay a given amount of 
money weekly for a driver to collect the food waste 
from their homes. Nearly six out of ten would be 
ready to pay even more for it, in addition, the less 
open people would be ready to pay a lower amount 
for this service too.
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Source: author.

Hellali and Korai, (2023)  studied the acceptance of 
upcycled food through the innovation behind these 
products. The data source was provided by Dynata’s 
consumer panel. It created 1014 participants’ an-
swers, which accurately represented the demograph-
ics of Quebec. Before the run of data collection pilot 
test was done, and even CERUL ethical approval was 
received. The authors created three questionnaires 
through SurveyMonkey, which were mostly based 
on a 5-point Likert scale. The surveys presented up-
cycled food from various points of innovation. The 
first level was the incremental innovation. This ap-
proach focuses on meeting particular consumer re-
quirements or enhancing existing product features. 
In the given study, beer made from wasted bread 
embodied this stage. The second level was so-called 
disruptive innovation, which brings new methods, 
technologies, or business models that significantly 
change how a product or service is perceived, de-
livered, or used. This can be exemplified by vegan 
mayonnaise made from aquafaba (chickpea water). 
The most significant changes created for the market 
and consumer were surveyed through radical inno-
vation. This stage can be characterized by transfor-
mations that profoundly influence the product, give 
rise to completely new and pioneering concepts, 
and surpass conventional boundaries by introduc-
ing revolutionary ideas. An example of this could 
be 3D-printed snacks made from dehydrated dough. 
The surveyed were randomly appointed to one of 
the questionnaires, where each survey included 
three examples to promote understanding. Confir-
matory factor analysis was applied to validate the 
reliability, convergence, and discrimination proper-
ties of the latent variables (i.e., Attitude, Behavioral 
Intention, Ecological Consciousness, Food Neopho-

bia, Perceived Usefulness, and Risk Aversion). Ex-
cept for “Risk Aversion,” all items related to the la-
tent variables’ factor loadings were greater than 0.5, 
but it was not removed. As this finding contributed 
to the scale’s validity, it ensured further evidence of 
the model’s convergent validity. The created model’s 
ability to represent the data was supported by vari-
ous fit measures like RMSEA, CFI, or TLI. The sta-
tistical tests revealed a clear connection between 
favorable attitudes toward upcycled foods and the 
willingness to consume them. Through these mea-
sures, the authors also stated, that the belief that 
food products from the circular economy are ben-
eficial positively affects consumer attitudes toward 
upcycled food. Environmental awareness has a 
positive effect on the perception of the usefulness 
of food technologies that incorporate waste into ed-
ible products. Food neophobia, risk aversion, and 
the degree of innovation applied by these technolo-
gies have a negative influence on perceived useful-
ness. The higher innovation in the food product is 
combined with the lower perceived usefulness of the 
innovation. This is explained by the sensory appeal 
and emotional response of disgust associated with 
upcycled food technology. Regarding gender, wom-
en were more likely to adopt upcycling technologies 
than men. However, age did not have a statistically 
significant effect on the likelihood of adopting these 
technologies in the study.
The research of Moshtaghian et al. (2023) aimed to 
analyze consumer preferences for the nutritional, 
environmental, and food safety aspects of upcy-
cled food. The data for the study was collected by 
questionnaire. The authors focused on sociodemo-
graphic data, attitudes, and factors motivating up-

Figure 1. Process of the Systematic  
Literature Review

Source: author.

Figure 2. The topics and their publication year 
excluded from the current database
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cycled food choices. The questions concentrated 
on concerns related to the environmental impact 
of food waste, previous experiences with upcycled 
food, intention for its consumption, relevance of its 
value-added feature in addition to preferences for 
conventional food over upcycled food. The ques-
tions were grouped into the following three sec-
tions: nutritional, environmental, and food safety 
characteristics. A 5-point Likert scale was mostly 
used for data collection. Not only was a definition 
provided in the survey (those food products that are 
made from ingredients that would not be consumed 
or would be wasted) but some examples were given 
as well. The answers were recorded through the SU-
NET platform on the University of Boras website. 
The English and Swedish questionnaires were filled 
out by 681 Swedish residents aged 18 or older, re-
siding in Sweden between September 2021 and De-
cember 2021. The demographical analysis showed 
that women were the majority in all age groups. 
Additionally, the share of elderly individuals living 
independently in small households without chil-
dren was higher than that of other age groups. The 
statistical tests revealed that the respondents be-
tween 18–39 years have somewhat higher concerns 
related to the environmental impact of food waste 
compared to the other age groups. All the studied 
clusters were open to the consumption of upcycle 
food, and approximately half of the surveyed people 
had already eaten it. However, the other half of the 
participants were uncertain whether they had ever 
consumed it. In all three age groups (18–39, 40–64, 
65+), one out of ten respondents preferred conven-
tional foods over upcycled food, and the same share 
considered the value-added feature of these prod-
ucts relevant. The nutritional characteristics of the 
upcycled product were the less important for all the 
groups. The nutritious and the minimally processed 
features were the most relevant. None of the clusters 
considered low energy and low-fat content as sig-
nificant nutritional characteristics of upcycled food. 
The younger participants had fewer problems with 
processed/minimally processed products than mid-

dle-aged and elderly participants. This group also 
considered the nutritious features less relevant, nor 
did they focus on the vitamin and mineral content 
of the upcycled products as the oldest participants 
did. All the participants found the contribution of 
upcycled products to a lower level of food waste the 
most relevant. In second place, the youngest par-
ticipants ranked green production. Meanwhile the 
middle-aged group positioned green packaging in 
the second place. None of the surveyed groups were 
particularly interested in the location of production. 
Nevertheless, local production was more relevant 
for the oldest respondents than the younger ones. 
The younger respondents worried less compared to 
other groups about green packaging. The authors 
analyzed the food safety-related characteristics of 
upcycled products as well. All respondents named 
the lack of contaminants and harmful substances of 
the utmost importance. The oldest and middle-aged 
paid more attention to the lack of GMOs, hormones, 
additives, and chemicals than the youngest group. 
Regarding the sociodemographic attributes, the first 
Generalized Linear Model – adjusted for gender – 
showed up positive connection between the age and 
the importance score of all nutritional features. The 
second Generalized Linear Model– adjusted for ed-
ucation, employment status, and income – did not 
reveal the same linkage in the case of fiber content, 
high-protein, and nutritious features. Related to the 
environmental characteristics, none of the models 
showed a significant relationship between the age 
and the importance of green production in addi-
tion to packaging. The first model revealed a posi-
tive relation between age and local production, but 
the second model did not. Even though there was 
no connection between the relevance of food waste 
reduction and age in the case of the first model, in 
the second model a negative association was found. 
Regarding the nutritional characteristics, all food 
safety characteristics’ scores showed a positive re-
lationship with the age in the first model, while the 
absence of poison and contamination did not reflect 
that in the second model.

Issues Reviewed (Source) Key Findings
Stages of consumer behavior in the 
transition to circular food systems

The transition of the consumers could be divided into tree stages; Linear: It can indirectly 
foster circularity by promoting secondary environmental or social advantages. Transitioning: 
This is characterized by the coexistence of traditional patterns and emerging circular 
practices. Circular: It is a lifestyle choice driven by consumer engagement.

The carbon footprint labels’ effect on 
consumers (Rondoni, Grasso, 2021)

Women who are more environmentally conscious and have higher levels of education and 
income are more likely to support carbon footprint labels.

Which factors affect the acceptance of 
byproduct-based food? (Aschemann-
Witzel, Stangherlin, 2021)

Product attributes, situational factors, and personal characteristics influence the acceptance 
of byproduct-based food. Promoting environmental awareness and highlighting the 
environmental benefits can further enhance it.

Challenges for upcycled food 
(Moshtaghian et al., 2021)

Strive to define the meaning of upcycled food, its position within food waste management 
strategies, and its consumers.

Source: author.

Table 1. Studies Reviewing the Academic Literature on the Acceptance of Upcycled Food
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The study of Goodman-Smith et al. (2023) ana-
lyzed how consumers in New Zealand  respond to 
upcycled craft beer and how could it be effectively 
promoted. For data collection, the researchers to-
gether with the Citizen Collective developed a sur-
vey, which was tested (pilot) with customers. Using 
a non-random sampling method and an exploratory 
research approach, the finalized questionnaires 
were used in-store in February 2021 and online in 
March 2021. During the in-store data collection 
(which had ethics approval from the University of 
Otago Ethics Committee) a dedicated corner was 
created for this purpose, where the customers were 
informed about the product’s origins and the manu-
facturing process. They learned it was made from 
surplus bread and had a chance to try it. After this, 
the was survey completed, which focused on their 
preferences for craft beer, their knowledge and per-
ceptions related to upcycled food, their opinions 
on upcycled craft beer versus conventional craft 
beer, and factors that would influence their future 
purchases of upcycled food. Through this method, 
sixty-five answers were collected. The online survey 
was run on the platform “Yabble” according to the 
code of ethics for the Research Association of New 
Zealand. The craft beer consumers of PAK’nSAVE 
and New World panels were called upon to partici-
pate. In that way, three hundred answers were col-
lected. The analysis of the answers was based on 
the comparison of the two samples. Regardless of 
where the respondents were involved in the study, 
taste, price, and country of origin were named as the 
most important aspect in selecting craft beer. The 
offline respondents paid more attention to company 
ethics, sustainability, and taste than the online ones. 
The z-test revealed that a higher share of in-store 
participants had prior knowledge of upcycled foods 
compared to the online ones. The three most signifi-
cant benefits of upcycled food in both of the samples 
were sustainability in addition to the reduction of 
food waste and a lower carbon footprint. However, 
statistically, more offline consumers found the up-
cycled beer sustainable, as it decreases one’s carbon 
footprint while increasing social status. In contrast, 
the people surveyed online were more likely to pair 
upcycled beer with nutritional benefits and higher 
earnings for producers than the in-store customers. 
A higher share of respondents who were surveyed 
offline expressed concerns related to the taste of up-
cycled food compared to those who answered the 
survey online. Based on a statistical test, a higher 
proportion of offline participants expressed con-
cerns about the cost and quality of upcycled food. 
Meanwhile a higher share of online participants 
believed there were no negative aspects of upcycled 
food. In both of the groups only a small minority 
worried about food safety issues related to these 
products. Eight out of ten offline participants found 

the upcycled beer a little more or a lot more appeal-
ing than conventional beers. However, only five out 
of ten online customers thought the same. The sta-
tistical test proved a significant difference between 
the two groups. Nearly a two times higher share of 
online respondents found the upcycled beer less ap-
pealing than conventional beer, compared to the of-
fline participants. No offline participants found the 
upcycled beer less appealing than conventional beer. 
According to the offline respondents, labeling could 
help the most for spreading word about the prod-
uct. In contrast, the price was identified as the most 
significant factor for promotion by the online re-
spondents. These people also identified third-party 
endorsement, a dedicated upcycled area, and price 
as crucial promotional tools.
The work of Moshtaghian et al. (2024) explored 
the driving forces behind consumer preferences 
for upcycled food and studied the relationship be-
tween the motivations and hesitancy surrounding 
upcycled food consumption. For data collection 
a questionnaire to uncover factors that could in-
fluence upcycled food choices, furthermore, so-
ciodemographic questions were posed as well. The 
respondents answered mostly on a 5-point Likert 
scale and were informed about the definition of up-
cycled food. The current work defined it as prod-
ucts made from ingredients that would have ordi-
narily been discarded or wasted. These products 
are crafted from imperfect or damaged goods, food 
scraps, and byproducts from the food preparation 
process. The online survey was accessible between 
September 1 and December 1, 2021. During this pe-
riod 682 Swedish respondents filled it out. Almost 
eight out of ten participants showed a willingness to 
consume upcycled food. The participants were clas-
sified (inclined or hesitant groups) based on their 
answers. In both of the groups, the average age of 
participants was 48 years, but a few more women 
could be found in the first group. The inclined 
group also had a higher percentage of full-time em-
ployed individuals and higher household incomes. 
The hesitant group meanwhile had a higher propor-
tion of postgraduate-educated participants living 
alone. The following seven factors were identified 
by the explanatory factor analyses that influence 
the consumption of upcycled food; natural content, 
ethical concerns, healthiness, familiarity, sensory 
appeal, price, and impression. The hesitant respon-
dents placed the highest importance on good taste, 
followed by chemical-free certification and natural 
ingredients. In contrast, the more open participants 
emphasized the contribution to food waste reduc-
tion, animal welfare, and chemical-free certifica-
tions. The groups did not differ significantly in their 
mean importance scores for items related to natural 
content. However, a significant difference was mea-
sured in the mean importance scores for items re-
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lated to familiarity, sensory appeal, and impression. 
Related to the ethical concerns, there was a signifi-
cant difference in the average importance ratings of 
most food choice factors between the studied types 
of respondents. A statistically significant difference 
was found in the mean importance ratings of low 
fat, low energy, and high protein content regard-
ing the healthiness aspects among the various con-
sumers. Both groups’ consumers looked at ethical 
concerns as the most crucial factor when choosing 
upcycled food. Natural content and sensory appeal 
followed in importance. However, impression did 
not play a relevant role at all in any of the groups. 
The comparative analysis highlighted that, except 
for natural content, the average importance scores 
of all other factors significantly differed between 
the hesitant and inclined consumers. Those par-
ticipants who were ready to consume upcycled food 
more frequently raised ethical concerns related to 
food waste reduction. Those respondents who con-
sidered ethical concerns a significant factor in their 
decision were 60% less likely to hesitate to consume 
upcycled food. However, the participants who pri-
oritized healthiness and sensory appeal in their de-
cision were significantly more likely to be hesitant, 
compared to those who did not prefer these features. 
In addition, those who named the appearance as a 
major feature were 2.4 times more likely to be hesi-
tant, than those who did not focus on it.

Discussion
The presented scientific articles studied the same 
phenomenon from various perspectives, which 
made it challenging to summarize the diverse vari-
ables and their effect on the acceptance of upcycled 
food products. The analyzed variables also aligned 
with the focus of the given study, but some com-
mon tendencies even could be seen. The consumers’ 
knowledge regarding upcycling products is not so 
vast. According to the reviewed works, people who 
are into eco-friendly consumption seem to be open 
to this food. Regarding the nutrient content, the 
members of older generations tend to have more ex-
pectations than the younger ones. However, this fea-
ture should be less relevant, as a higher level of pro-
cessing is needed to produce a value-added product 
(which is one of the attributes of byproduct-based 
food). In contrast, the low level of processing ap-
peared to be a desired feature of the upcycled prod-
ucts. The taste, price, and level of processing seem to 
be general issues, which strongly can influence the 
decision-making of consumers. Considering that 
the acceptance of various food products was broad-
ly studied, based on the last fifty years of scientific 
publications recorded by the Web of Science, several 
major attributes could be underlined related to the 
current study. Figure 3, created from over 11,000 

studies’ abstracts, divides the relevant features into 
two significantly different clusters.
The red words are product-related terms that could 
be evaluated when (similar) goods are compared. 
The green words are connected to consumers’ atti-
tudes, which could influence whether the red fac-
tors are relevant at all. When considering consumer 
attitudes, high demand for information is one of the 
decisive factors. The other key aspect within the 
same cluster is linked to production. Regarding the 
upcycled food products, informing the respondents 
about upcycled food (by for example, providing a 
definition, an example, or trial) was crucial in the 
majority of the studies, as this approach is emerg-
ing and not part of general public knowledge. The 
lack of information could be handled by directed 
advertising and in-store presentations. The in-per-
son format with trials tends to be more convincing 
in engaging customers, but the role of online infor-
mation sharing is also crucial. Reaching the widest 
possible audience can be costly, but compared to 
regular marketing expenditures, the advertising of 
upcycled products should not be a significant cost 
(Lehn, Schmidt, 2022). However, in the second case 
regarding production, technophobia is much more 
difficult to overcome. Food technophobia is a phe-
nomenon that describes consumers’ rejection or re-
sistance to novel food innovations (Wendt, Weinrich, 
2023). Retailers have to take it seriously because it is 
one of the most significant limitations of a product 
range’s expansion (Siddiqui et al., 2022). Consid-
ering the customer fears, minimal processing (e.g., 
drying, grinding, cooking) and a flood of informa-
tion could open up new avenues for surplus-based 
upcycled products. Well-positioned items could not 
only mitigate the financial loss in the short term, but 
could provide various benefits from multiple sourc-
es in the long term as presented in Figure 4.
From a business perspective, the demonstration 
of a firm commitment to sustainability can appeal 
to environmentally conscious consumers and re-
flect creativity and an innovative mindset (Ishaq, 
Di Maria, 2020; Zameer et al., 2020; Loučanová et 
al., 2021). These associations could be incorpo-
rated into the retailer’s brand. Although the supply 
of surplus food is unpredictable, this still could be 
beneficial. Through the various unsold products, 
everyday unique sustainable food options could be 
proffered, which improves companies’ product di-
versification (Araujo et al., 2021; Ojha et al., 2020). 
Upcycling could also reduce financial losses, while 
increasing revenue through the higher sales (Para-
skevopoulou et al., 2022; May, Guenther, 2020). In 
addition, the nonfinancial report could be improved 
with proven good practices, which could garner in-
terest from green investors (Jaouhari et al., 2023; Ng, 
2021). From an environmental perspective, by up-
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cycling, the amount of food waste could be signifi-
cantly reduced (Tchonkouang et al., 2023). This also 
mitigates the emission of greenhouse gases that are 
produced during the decomposition of food waste 
(Jain, Gualandris, 2023). Upcycling also has social 
benefits. The sustainable lifestyle and values could 
bring people together and encourage consumers to 
adopt these practices at home. By promoting up-
cycling, children can also develop skills in cooking 
and nutrition (Coppola et al., 2021; Rondeau et al., 
2020).

Conclusions
A constantly changing environment, new consumer 
demands, and the highly competitive nature of the 
market are some of the difficulties faced by retailers. 
Innovation is one of the opportunities that could 
help businesses in the food sector succeed. The 
enormous amount of Food Loss and Waste (FLW) 
generated by the retailers provides a hidden oppor-
tunity for the realization of a competitive advantage. 
However, according to the reviewed studies, until 
now this issue has only been studied at the produc-
tion level. Upcycling is an innovative method to 
handle emergent challenges andsuch products are 
currently not well-known. Despite the lack of con-
sumer knowledge, technophobia has not appeared 
in the reviewed articles, which propose a generally 
low level of upcycled food rejection. The decisive 
product features for upcycled food are  similar to 
those of conventional products, which suppose the 
existence of a niche. The sales of these upcycled 

products could create a new sustainable alternative 
food category for retailers. However, this innova-
tive solution needs extensive marketing campaigns 
to spread public knowledge about these products. 
Through in-store trials, consumer engagement 
could be quickly improved and the benefits of such 
innovations could be realized even in the short term. 
These advantages would furthermore improve con-
tributions to the Sustainable Development Goals 
(SDGs). By reducing Food Loss and Waste, more 
food would be available, while resources such as 
land, water, and energy would be conserved. The 
lower level of FLW could help to protect forests and 
other natural habitats, in addition to mitigating cli-
mate change. Considering the growing eco-friendli-
ness and price sensitivity on the consumer side, the 
positive associations with sustainable operating re-
tailers could be built into the pioneers’ brands. Fur-
thermore, through the contribution of social values, 
the innovative retailers may be preferred by families 
as well. However, due to the hardly predictable na-
ture of consumer demand and surplus, a permanent 
lack of upcycled products could disappoint poten-
tial clients. The retailers also have to the physical 
and human resource needs, by constantly develop-
ing new food products and recipes, and align those 
new products with the local regulations. Despite 
these difficulties, for smaller (e.g., family-owned) 
retailers, upcycling is certainly a great opportunity 
to reduce losses and build their brand. For larger 
(national/international) chains, the standardization 
of upcycling could cause difficulties. These chal-
lenges should be analyzed in future studies.

Figure 3. Information and Production, the Most 
Relevant Factors for Consumer Acceptance

Source: author.

Figure 4. Benefits of Upcycling’s Early Adoption

Source: author.
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Advanced Technologies for Bioeconomy:  
The Case of Microalgae Production

Abstract

This article presents a meticulous examination of the 
global microalgae market, analyzing opportunities 
and prospects rooted in the scientific and technical 

interest in products derived from microalgae. The research 
systematically assesses the potential commercialization of 
these products across diverse regions worldwide, identifies 
the most promising microalgae strains, the product types 
themself, and their potential applications. An integral aspect 
of this research involves a forward-looking market forecast. 
The analysis of scientific and technical interest delves into 
publication activity, considering the yearly output of works 
in Scopus-indexed journals utilizing the main keyword 

“microalgae”. This assessment is presented chronologically, 
categorically, and regionally, offering a nuanced perspec-
tive on the evolution of interest over time and in different 
geographical contexts. The commercialization potential 
is regionally scrutinized with a focus on key regions con-
ducive to the development of microalgae-based products, 

namely the Americas (USA), Asia-Pacific (China, Japan), 
and Europe (Germany). This evaluation is interlinked with 
the prevailing market dynamics in each region, providing a 
holistic understanding of the market landscape.

This article contributes original insights derived from the 
analysis, offering a nuanced perspective on the microalgae 
market. It introduces a distinctive and informed viewpoint, 
enriching existing knowledge of microalgae markets. By 
categorizing the microalgae market based on applications, 
including nutraceuticals and pharmaceuticals, food and 
beverages, cosmetics, animal feed, and biofuels, the study 
identifies sectors exhibiting steady growth. Notably, each 
of these sectors contributes to the projected average annual 
growth rate of 6.8 % on the global microalgae market, fore-
casted to reach USD 2 billion by 2030. This growth trajec-
tory emphasizes the growing importance and potential of 
microalgae-derived products in various industries and the 
importance of developing the bioeconomy as a whole.
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Introduction
Population growth together with urbanization and eco-
nomic growth around the world is increasing the de-
mand for food and energy resources, which in turn has 
a negative impact on the environment (Ramanauske et 
al., 2023). There are already serious environmental im-
pacts such as depletion of energy and water resources, 
increased carbon dioxide emissions and the pollution 
of bodies of water (Moreira et al., 2023).
One of the possible ways to overcome the environmen-
tal crisis could be the application of the concept of a 
circular economy. Realizing this, the developed coun-
tries of the world have already started their transition 
to a circular economy, mainly focusing on the devel-
opment of the bioeconomy. The bioeconomy implies 
the innovative use of sustainable, renewable biological 
resources. 
According to experts, the introduction of a bioecon-
omy contributes to solving such important economic 
and environmental problems as the depletion of natu-
ral resources, the overuse of non-renewable resourc-
es, and climate change. The bioeconomy will also 
address challenges related to food security (Wydra, 
2021; Machado Sierra et al., 2021; Ramírez et al., 2020; 
Parveen et al., 2023). Aimed at a global transition to a 
resource efficient and low carbon economy (Kuppan et 
al., 2023; Parveen et al., 2023), the bioeconomy has the 
potential to become a major new industry, displacing 
previous ones (Befort, 2020; Fernandez et al., 2021).
The Food and Agriculture Organization of the Unit-
ed Nations proposes to define bioeconomy as the 

“knowledge-based production and use of biological 
resources, biological processes and principles of sus-
tainable provision of goods and services in all sectors 
of the economy”. Recently, the term “bioeconomy” has 
been increasingly used not only in science (Bugge et al., 
2016), but also in management decisions at the state 
level (Pahun et al., 2018).
The European Commission (EC) expects the bioeco-
nomic transition to have both environmental and so-
cioeconomic benefits. Decisions on future biomass 
utilization pathways will strongly influence the char-
acteristics of the future bioeconomy in terms of sus-
tainability. (Asada et al., 2020). That said, according to 
(Bauer, 2018), there are various transformational path-
ways to transition to a bioeconomy and none of them 
are straightforward. 
The concept of bioeconomy can be defined as an econ-
omy in which “the basic building blocks for materials, 
chemicals and energy are derived from renewable bio-
logical resources” (McCormick, Kautto, 2013). The use 
of biomass to replace synthetic products will have a 
positive impact on the environment and human health. 
For example, (Ahmad et al., 2021) reports that the 
concept of microalgae bioeconomy includes the use 
of algal biomass as an important component for the 
production of biofuels and other products using biore-
fineries. In the described example, biofuel production 
will be able to reduce CO2 emissions by 80%.

Microalgae are single-celled eukaryotic microscopic 
organisms capable of converting solar energy into 
chemical energy through photosynthesis. In addition, 
microalgae, also known as microphytes, produce about 
half of atmospheric oxygen and are able to utilize car-
bon dioxide for photoautotrophic growth. As the ini-
tial link in the food chain, microalgae provide energy 
to all trophic levels (Ponnuvel et al., 2023; Masojídek et 
al., 2023; Parveen et al., 2023; Chunzhuk et al., 2023). 
Due to its rich energy content and high growth rate, re-
search continues toward the development of technolo-
gies to enable the production of biofuels from microal-
gae (Hossain et al, 2019). Thus, microalgae-based fuels 
are environmentally friendly and have great potential 
to remove carbon dioxide from the atmosphere (On-
yeaka et al., 2021).
The use of bio-based packaging materials derived from 
various natural resources such as biomass, microor-
ganisms or microalgae have shown high efficiency 
with improved physical characteristics (Kumar et al., 
2022).  Algae, including microalgae, provide a good 
alternative for natural production of many industrial 
products. In such production, the harm to the environ-
ment is significantly reduced. Microalgae are among 
the best among biomass-derived feedstocks for bio-
polymer production, while outperforming petroleum-
based synthetic polymers. Microalgae-based biopoly-
mer has improved mechanical properties compared to 
petroleum-based polymers. Thus, algae are potentially 
contributing to the bioeconomy leading to a circular 
bioeconomy on a global scale (Das et al., 2021).
According to (Khan et al., 2018; Fernandez et al., 2021) 
microalgae can be a rich source of carbon compounds 
that can be used in cosmetics, pharmaceuticals, and 
food supplements.
Microalgae are a rich source of carbohydrates (e.g., 
starch and glucose), proteins, fiber, essential acids, 
and vitamins B1, B2, B5, B6, B9, A, C, and E. Adding 
microalgae to human food has therapeutic effects for 
various health problems. For instance, eicosapentae-
noic acid, a component of microalgae, promotes brain 
development in infants. Thus, in the context of global 
population growth, microalgae represent reliable sub-
stitutes for animal and plant products (Barkia et al., 
2019; Garrido-Cardenas et al., 2018).
Studies in the field of medicine and pharmacology 
have reported the high efficacy of microalgae in the 
prevention and treatment of many diseases of the im-
mune, endocrine, digestive, cardiovascular and ner-
vous systems of humans and animals. According to 
(Abeer et al., 2015), Spirulina Platensis and its extract 
have demonstrated therapeutic properties such as the 
ability to prevent cancer, reduce blood cholesterol lev-
els, and provide protection against the harmful effects 
of radiation. Research in recent years shows that algae 
can also be used to target the biosynthesis of a range of 
compounds. For example, spirulina is capable of syn-
thesizing iodine-containing compounds of a hormonal 
nature, such as thyroxine and triiodothyronine, which 
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in turn are easily absorbed in the human body (Enzing 
et al., 2014) 
In the pharmaceutical industry, microalgae are exten-
sively used to produce capsule shells, diagnostic agents, 
vitamins, antibiotics, polyunsaturated fatty acids, and 
antibacterial substances. They are capable of produc-
ing toxins that block bacterial growth (Abu Zaid et al., 
2015; Fernandez et al., 2021).
There is a wide range of commercial applications of al-
gae in cosmetology because of its high content of oils, 
pigments, and antioxidants (Kuldipsinh et al., 2023). 
Microalgae produce 15-100 times more oil per hect-
are than any other plant, and the negligible amount of 
lignin makes processing more efficient (Maltsev et al., 
2017).
In addition, the potential contribution of microalgae 
to emerging industries such as biomaterials, various 
agriculture-related products, biofuel production, and 
services such as wastewater and industrial gas treat-
ment is described (Fernandez et al., 2021).
The global agricultural sector is actively adopting re-
source-efficient animal husbandry and feeding tech-
nologies (Fernandez et al., 2021).
Feed enriched with microalgae biomass has a positive 
effect on animal physiology, improving the immune 
system of animals, reproductive capacity, and weight 
gain (Remize et al., 2021). In addition, the use of mi-
croalgae is a solution to the problem of unbalanced di-
ets of farm animals (Navarro et al., 2016).
In the USA, farms are provided with algae ponds, 
where animal waste is processed using algae (Makaro-
va et al., 2009). In particular, microalgae represent an 
important factor in the biological indication of envi-
ronmental conditions (O’Neill, Rowan, 2022, Cid et al., 
2013).
Thus, the role of microalgae in the modern world is 
great. Based on the above, the key applications of mi-
croalgae can be summarized as follows (Figure 1).
Considering the emerging progress in modern bio-
technology, the main focus is on the development of 
microalgae for the production of cost-effective bio-re-
newable energy sources with high added value (Singh 
et al., 2022).
As noted earlier, microalgae have been extensively 
utilized in the production of biofuels. Note that al-
gae are characterized by rapid growth, far outpacing 
the growth of plant food crops (Ivanova et al., 2020). 
This type of biomass is grown in areas unsuitable for 
crop production, being a waste-free, energy clean, en-
ergy- and resource-saving method of energy produc-
tion. The yield of microalgae in terms of biomass and 
the amount of lipids exceeds the yield of land plants 
by dozens of times (Vlaskin et al., 2018). As a source 
of bioenergy, microalgae demonstrate high efficiency 
under minor environmental constraints (Zhang et al., 
2022). It should be noted that microalgae cultivation 
does not require resources such as soil, fresh water, 

pesticides, or fertilizers. Microalgae can be grown in 
both salt water and wastewater (Khan et al., 2018).
Lipids in microalgae can be utilized to produce gaseous 
fuels (hydrogen and biogas), liquid fuels (ethanol), and 
liquid hydrocarbon fuels (Sanghamitra et al., 2021).
Thus, microalgae have great potential as a low-cost 
and energy efficient source of biofuels. According to 
the modern classification of biofuels presented in the 
work (Chernova et al., 2010), the fuel produced using 
microalgae is called third generation biofuel. This type 
of fuel has an advantage because microalgae have a 
high growth rate, they do not require high quality land 
for their cultivation, and the lipids in microalgae are 
highly productive.
The development of microalgae biomass energy at this 
stage includes the production of biodiesel from micro-
algae lipids by transesterification (Vignesh et al., 2021), 
the production of methane by anaerobic digestion (Qi 
et al., 2017), and the production of hydrocarbons or 
crude oil and similar substances by gasification and 
pyrolysis.
Despite all the above advantages, researchers have 
not been able to produce microalgae-based biofuels 
at a competitive cost to date. According to (Piligaev et 
al., 2014), there is a deterrent to the large-scale pro-
duction of third generation biofuels due to high costs 
compared to the production of fuel from conventional 
feedstocks. In addition, the reasons for low economic 
efficiency include such factors as the lack of optimal 
cultivation technology (Strebkov et al., 2012).
However, the increasing interest in biofuel produc-
tion over the last decade is directly related to several 
reasons. Firstly, the manufacture and use of biofuels 
is linked to the prospect of reducing carbon dioxide 
emissions. Secondly, there has been a global increase 
in demand for hydrocarbon raw materials, while their 
reserves continue to be depleted. Specialists note that 
at the current rates of consumption, oil reserves will be 
sufficient for no more than 40 years, and natural gas for 
60 years. (Vorob’ev et al., 2015)
Thus, microalgae offer almost unlimited opportunities 
for the development of a modern bioeconomy, given 
their metabolic flexibility and high rate of biomass 
yield, even when grown under harsh conditions, such 
as wastewater treatment or flue gas utilization. (Fer-
nandez et al., 2021) Microalgae can play a crucial role 
in environmental protection due to their efficient CO2 
capture and their potential as a solution for a carbon 
negative economy (Mendonça et al., 2024). In turn, a 
circular bioeconomy promotes the optimal utilization 
of the resulting microalgae biomass to create a sustain-
able and environmentally friendly system (Ahmad et 
al., 2021).
Considering the wide range of applications of micro-
algae, market research on microalgae-based products 
has important scientific, economic, and practical sig-
nificance.
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Purpose of the Study
The purpose of this study is to conduct a meticulous 
examination of the global microalgae market with the 
aim of providing comprehensive insights into the op-
portunities and prospects arising from scientific and 
technical advancements in microalgae-derived prod-
ucts. The research seeks to systematically evaluate the 
potential commercialization of these products across 
diverse regions worldwide by identifying the most 
promising microalgae strains, categorizing product 
types, and exploring their applications.
Key objectives include:
1. Scientific and Technical Assessment: To gauge the lev-
el of scientific and technical interest in microalgae, this 
study involves a detailed analysis of publication activ-
ity in Scopus-indexed journals. This assessment is con-
ducted chronologically, categorically, and regionally 
to provide a thorough understanding of the evolving 
landscape of microalgae research.
2. Commercialization Potential: The research aims to 
determine the commercialization potential of micro-
algae-based products, focusing on key regions deemed 
most promising for development: the Americas (USA), 
the Asia-Pacific region (China, Japan), and Europe 
(Germany). The evaluation is intricately linked to the 
current market dynamics of each region.
3. Market Forecast: A forward-looking market forecast 
is integral to this study, providing insights into the an-
ticipated growth trajectory of the global microalgae 
market. This forecast considers factors such as histori-
cal trends, market dynamics, and the identified com-
mercialization potential to project the market’s future 
size and value.

Value
This article adds significant value to the existing body 
of knowledge on microalgae-based products and ser-
vices. By conducting a thorough literature search and 

reviewing the available materials, the study provides 
a comprehensive overview of the current state of re-
search and industry trends related to microalgae.
The region-specific analysis of commercialization po-
tential, focusing on key regions such as the Americas, 
Asia-Pacific, and Europe, adds practical relevance to 
the research. By linking these findings to current mar-
ket dynamics, this article not only identifies promising 
opportunities but also provides actionable insights for 
stakeholders in the microalgae industry.
Thus, this study can be an essential resource for re-
searchers, industry professionals, and policymakers 
seeking a comprehensive understanding of the field. 
The projected growth rates and market forecasts pre-
sented in the article contribute valuable insights, mak-
ing it a relevant and forward-looking resource in the 
domain of microalgae-based products and services.

Methodology
The research methodology employed in this study in-
volved a comprehensive literature review of available 
materials pertaining to microalgae-based products and 
services. The foundation of the study was laid through 
a meticulous examination of scientific papers, industry 
reports, and other relevant publications. This literature 
search aimed to capture the breadth and depth of exist-
ing knowledge and insights related to microalgae and 
their application and provide a contextual understand-
ing of the evolution of interest in microalgae-derived 
products, offering insights into the trends and shifts 
that have shaped the field over time.
A systematic analysis of publication activity in Scopus-
indexed journals, utilizing the main keyword “micro-
algae”, formed a crucial part of gauging scientific and 
technical interest. This assessment was conducted 
chronologically, categorically, and regionally, provid-
ing a nuanced understanding of the dynamics influ-
encing the research landscape.
The commercialization potential of microalgae-based 
products was evaluated through a region-specific ap-
proach, focusing on key regions identified as most 
promising for development—namely, the Americas 
(USA), Asia-Pacific (China, Japan), and Europe (Ger-
many). This approach allowed for a detailed examina-
tion of the current market dynamics in each region and 
their implications for the commercialization prospects 
of microalgae products.

Market Analysis
For a deeper understanding of the trends in the devel-
opment of the microalgae market, it is necessary to as-
sess scientific and technical interest in the subject un-
der study. Thus, a systematic literature analysis of re-
search related to the study of microalgae, presented in 
the form of publications in journals indexed in the in-
ternational scientific citation database Scopus, showed 
that from 1974 to 2022, 20,472 scientific documents 

Source: authors.

Figure 1. Applications of Microalgae Products
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search was in agricultural and biological sciences jour-
nals, between 2010 and 2019, more attention began to 
be paid to the role of microalgae in relation to envi-
ronmental sciences. With the beginning of the current 
decade (2020-2022), the gap in favor of publications in 
environmental journals began to widen further (Fig-
ure 4).

Scopus Database
This trend is primarily due to the fact that the steady in-
crease in general awareness and responsibility toward 
the environment plays a significant role in shaping the 
scientific agenda. In addition, environmental sciences 
are, for the most part, the connecting link between the 
rest of the branches of knowledge that are in one way 
or another related to microalgae.
The total number of publications related to microalgae 
in 2000 and 2022 by branch of knowledge is presented 
in Figure 5.
At the same time, the majority of articles in the above 
analysis results are devoted to the functions of microal-
gae in the environment (8,962 publications), and their 
possible use for food and chemical production (4,275 
and 4,271 publications, respectively). Delving deeper 
into the evaluation of research topics, it is found that 
articles are mainly focused on pigments (1,861), pro-
teins (1,847), feeds (1,818), drugs (1,474), biofuels 
(1,014), and biotechnology (892). In addition, articles 
on niche markets in biostimulants (13), bioplastics 
(14), vaccines (16), biofertilizers (22) and nanotech-
nology (59) have recently begun to appear. 
Figure 2 clearly shows a significant increase in the 
number of articles on this topic since 2010, which 
may be associated with the rapidly growing trend of 
microalgae application in the innovation sector of the 
economies of certain countries, including the use of 
microalgae as a raw material for biofuels.

with the word “microalgae” in the keywords were pub-
lished worldwide. 
The dynamics of scientific papers on microalgae re-
search published in Scopus-indexed journals is pre-
sented in Figure 2.
At the same time, for 2000-2022, the majority of sci-
entific research occurred in such countries as China 
(6265), USA (4231), and India (3120) (Figures 3a, 3b). 
The number of studies affiliated with Russian organiza-
tions and scientists is 820 (17th place in the ranking by 
countries).
From 2000 to 2022, a significant number of scientific 
papers on microalgae (12,222) were published in envi-
ronmental journals. A considerable number of scien-
tific publications are presented in journals devoted to 
agricultural and biological sciences (11,741), chemical 
engineering (8,101), biochemistry, genetics, and mo-
lecular biology (7,225), and energy (6,858). 
It is worth noting, however, that while at the dawn of 
the current millennium (2000-2009), the bulk of re-

Source: authors elaboration with data from Scopus Database.

Figure 2. Scientific Papers Related to Microalgae 
Research in Scopus Journals by Year 
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Figure 3. Scientific Papers Related to Microalgae Research in Scopus Journals by Country and Territory
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It is important to note that in the data presented above, 
a single publication may be affiliated with several coun-
tries and scientific sectors. Nevertheless, excluding the 
duplication of publications could lead to an incorrect 
interpretation of publication activity indicators. 
When it comes to the global microalgae market, there 
is a similar dynamic for the academic community pre-
sented above. 
Overall, the microalgae market is segmented on the 
basis of product type, microalgae strain, application, 
and region (PMR, 2023) (Table 1).

Market Classification by Region
Geographically, North America accounted for the larg-
est share of the global microalgae market in 2022, fol-
lowed by Europe and Asia Pacific.1 The large market 
share held by North America is mainly attributed to 
the huge consumption of dietary supplements among 
the population, strict regulation on synthetic colorants, 
and increasing demand for natural cosmetics and bio-
fertilizers. All this is supplemented by the presence of 
key microalgae biomass producers with huge produc-
tion capacity in the region, especially in the US (The 
Insight Partners, 2021). 
The microalgae market by region (2018-2021, USD 
million) is depicted in Figure 6.
The US microalgae market was estimated to be worth 
$285 million by the end of 2020. The country currently 
accounts for 29.14% of the global market. China, the 
second largest economy in the world, is projected to 
reach an estimated market size of $253.5 million in 
2026. Other noteworthy geographic markets include 

Japan and Germany, each projected to grow at a com-
pound annual growth rate (CAGR) of 4.2% and 4.7%, 
respectively, between 2020 and 2027.2

United States
As mentioned above, the rapid pace of technological 
development and supportive government regulations 
have made North America the most promising mar-
ket for the food and beverage, health and personal care 
sectors. Consumers in the US and Canada are adopting 
healthy lifestyles and prefer products that offer health 
benefits. Thus, growing health concerns among con-
sumers are driving the growth of the microalgae-based 
products market in the region. Owing to the increasing 
demand from customers for high quality products and 
services, companies are continuously focusing on in-
novation to serve their customers in the best possible 
manner. Moreover, high individual spending in North 
America has contributed to the growing demand for 
innovative food & beverages, personal care, and phar-
maceutical products in the region. The growth of these 
industries directly influences the demand for microal-
gae-based products on the global market (The Insight 
Partners, 2021).

Source: authors elaboration with data from 
Scopus Database.

Figure 4. Dynamics of Publication Activity  
Related to Microalgae Research in Journals 
of Agricultural and Biological Sciences and 
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Source: authors.

Table 1. Main Segments of the Microalgae Market

1 https://www.fao.org/in-action/sustainable-and-circular-bioeconomy/overview/en/, accessed 17.05.2024.
2 https://www.researchandmarkets.com/reports/5790809/microalgae-global-market-report#rela1-5140359, accessed 11.09.2023.



2024      Vol. 18  No 2 FORESIGHT AND STI GOVERNANCEFORESIGHT AND STI GOVERNANCE 75

an alternative to synthetic colors (Chakraborty et al., 
2019). Lina blue and beta-carotene extracted from Spi-
rulina and Dunaliella salina microalgae impart blue, 
red, yellow, or orange colors to food products and are 
widely used in confectionery and dairy products, candy, 
chewing gum, ice cream, and yogurt (Wang et al., 2022, 
Luzardo-Ocampo et al., 2021). In addition, Haemato-
coccus pluvialis microalgae has been approved for use 
as a food additive ingredient in the US and Canada.5

As a result, by 2028, the market for microalgae-based 
products in North America is valued at $776.43 mil-
lion (The Insight Partners, 2021) at a compound an-
nual growth rate of 8.1% (2021-2028).

Asia-Pacific Region (China, Japan)
Asia is estimated to witness the fastest CAGR in the 
market over a ten-year period due to the increasing 
use of microalgae-based products.6 The application 
base of microalgae biomass is expanding and diversi-
fying, which is encouraging manufacturers to explore 
opportunities to expand production capabilities (Sar-
wer et al., 2022). Moreover, increasing investments in 
the sustainability sector are expected to further boost 
the market growth (Khan et al., 2018). 
The Chinese government is actively involved in imple-
menting measures to promote the use of microalgae-
based products, which is expected to boost develop-
ment (Chen et al., 2020). Overall, China is now one 
of the largest producers of microalgae biomass in the 
world (Chen et al., 2016). 
The largest commercially produced microalgae by ton-
nage in China and in the world is spirulina (A. pla-

A favorable investment climate, elaborate investment 
attraction procedures, and advanced technologies have 
played a key role in the development of the microalgae 
market in the United States. Thus, the Emerging Mar-
kets Program3, coordinated by the US Department of 
Agriculture, provides support to US agricultural pro-
ducers to export their products (both traditional and 
innovative) to foreign markets, as well as the Borlaug 
Fellowship Program - aimed at supporting research 
and innovation, including biotechnology and GMOs.4 
In addition, government policies are expected to give 
even more momentum to natural ingredient produc-
ers in North America. For instance, the US Food and 
Drug Administration (FDA) has approved the use of 
Lina Blue based on spirulina and beta-carotene de-
rived from microalgae (Dunaliella salina) in candy as 

Source: authors elaboration with data from Scopus Database.

Source: authorsbased on (The Insight Partners, 2021).

Figure 5. Scientific Papers Related to Microalgae Research in Scopus Journals by Industry  
(large circle - 2022, small circle - 2000)

Figure 6. Microalgae Market by Region  
(2018-2021, USD million)
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tensis and A. maxima). Spirulina was first cultivated in 
China in the 1970s, but technology limitations at the 
time did not lead to large-scale production. Since then, 
spirulina plants have been produced in almost every 
province and region, from southern Hainan to Inner 
Mongolia and from Yunnan to Zhejiang (Chen et al., 
2016).
More than 60 spirulina plants with 750 hectares of 
planting base produce 9,600 tons of dry weight of mi-
croalgae per year in China with an annual retail value 
of more than RMB 4 billion per year. Production costs 
are typically about one-tenth of the retail value, which 
increases when it reaches the consumer taking into ac-
count operating profit, return on investment, market-
ing, formulation (e.g., tableting, etc.), packaging, deliv-
ery, distribution, advertising, retail sales, taxes, and so 
on (Chen et al., 2016).
Chlorella was first grown commercially in Japan as 
well as China in the 1960s, earlier than spirulina, but 
technology limitations at that time did not lead to 
large-scale production in China (Radmann et al., 2017, 
Chen et al., 2016). Over the past decade, China has 
also become one of the world’s largest producers of 
chlorella, overtaking traditional production in Japan. 
Chlorella production is generally much smaller in vol-
ume than spirulina production, probably by a quarter, 
but the price per ton is much higher. Many spirulina 
facilities produce chlorella, usually as a smaller part 
of a larger spirulina production operation. Chlorella 
production is technically more complex and expen-
sive than spirulina because of the greater likelihood of 
contamination and the need for centrifuges to harvest 
these microscopic cells. This is in contrast to the easier 
collection of fibrous spirulina and fewer contamina-
tion problems due to the high bicarbonate environ-
ment. Chlorella is dried and sold similarly to spirulina 
as a dietary supplement, either in powder, tablet, or 
capsule form (Chen et al., 2016). 
Two other microalgae grown commercially in China 
are Dunaliella and Haematococcus, from whose bio-
mass valuable carotenoids, beta-carotene, and astaxan-
thin are extracted. Dunaliella was first commercialized 
in Australia and Israel in the 1980s (Borowitzka, 2018). 
The main existing market for astaxanthin is its sale as a 
feed additive for farmed salmon and trout to color fish 
meat (Stachowiak, Szulc, 2021). Meanwhile, the mar-
ket price of synthetic astaxanthin is around $1,000 per 
kilogram (Panis, Rosales Carreon, 2016). 
Regarding the marketing of natural astaxanthin from 
microalgae, the only possible market for it is as a hu-
man food supplement, mainly because of its high sell-
ing price, almost 10 times the current price of synthetic 

astaxanthin (Panis, Rosales Carreon, 2016). The pro-
duction of astaxanthin by Haematococcus pluvialis in 
China is developing rapidly, mainly in the Yunnan and 
Hubei provinces (Chen et al., 2016).
In Japan, the microalgae industry is not an industrial 
sector per se, as there is no direct business related to 
their collection, although it has potential for R&D ap-
plications such as absorbing CO2 emissions existing in 
the environment. Meanwhile, there are indirect sec-
tors related to the production of microalgae biomass 
that can be processed into various products (Herrador, 
2016).
Japan is one of the countries with the highest invest-
ments and expectations in the microalgae industry, fo-
cusing on the production of biomass-based products 
to address Japan’s vulnerable energy supply as well as to 
open new markets related to food, feed, and biochemi-
cals (such as plastics). Major players such as DENSO 
Corporation, Euglena Corporation, ISUZU Motors 
Corporation, and All Nippon Airways are involved in 
the production of microalgae-based projects. The Japa-
nese government is also involved in supporting these 
initiatives as well as universities such as the University 
of Tsukuba, which is a world leader in research and de-
velopment that aims to develop microalgae technolo-
gies on various plants (Herrador, 2016). 
In addition, Japanese scientists are investigating 
whether microalgae can remove radioactive cesium, 
iodine, and strontium from radioactively contami-
nated aquatic environments and reduce radioactive 
contamination in the Fukushima area. It has been de-
termined that some species can absorb up to 89.2% of 
cesium, 41.3% of strontium, and 65.9% of iodine (Fu-
kuda et al., 2014). 
Japan’s New Energy and Industrial Technology Devel-
opment Organization (NEDO) published a report in 
2016 highlighting the importance of using microalgae 
for biofuel production, using solar energy to convert 
carbon dioxide into fuel as a renewable resource. The 
conversion efficiency is the highest among plant spe-
cies. The report notes that “in the future, in order to 
reduce production costs, increase productivity per 
unit area, and reduce costs... a system for oil collec-
tion, recovery, and purification will be finalized,” also 
indicating that “jet fuel” for airplanes will be produced 
(Herrador, 2016). There are even known cases of the 
successful implementation of a project to replace tra-
ditional airplane fuel with environmentally friendly 
fuel produced from microalgae. Thus, in 2021, Japan’s 
largest airlines performed domestic commercial flights 
using environmentally friendly aviation fuel derived 
from microalgae.7

5 https://fas.usda.gov/programs/borlaug-fellowship-program, accessed 07.01.2024.
6 https://www.meticulousresearch.com/product/europe-microalgae-market-5491, accessed 13.05.2023.
7 https://www.transparencymarketresearch.com/microalgae-based-products-market.html, accessed 07.01.2024.
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EU (Germany)
Europe held the second largest share of the global 
microalgae-based product market in 2020.8 The de-
mand for microalgae-based products in the region is 
growing due to factors such as significant growth in 
food & beverages, animal feed, pharmaceuticals & 
nutraceuticals, personal care products, and other end-
use industries. The region has ample opportunities for 
market growth owing to rapid industrial development 
along with increasing R&D expenditures, which are 
expected to generally diversify the application base 
of microalgae-based products driving market growth. 
Furthermore, the rapid development of the manufac-
turing base backed by improved economic activities 
and better investment opportunities will also fuel the 
growth of microalgae-based products in the regional 
market (Enzing et al., 2014).
The active development of environmental agenda in 
Europe, primarily related to the search for alternative 
energy sources to achieve the goals of the Paris Agree-
ment, is also noteworthy.9 
The EU’s current policy priorities promote the transi-
tion to a sustainable economy that balances the growth 
of economic activity, the protection of natural resourc-
es, and meeting the needs of a growing world popula-
tion. The EU Bioeconomy Strategy (adopted in 2012 
and updated in 2018) aims to implement a sustainable 
closed-loop bioeconomy across Europe and encour-
ages the strengthening and development of EU biosec-
tors and the pursuit of sustainable food and production 
systems (Vázquez-Romero et al., 2022). In parallel, the 
EU Blue Growth Strategy highlights blue biotechnol-
ogy sectors (including microalgae) among its priority 
objectives (European Commission, 2022).
In addition, the European Commission’s Green Deal 
targets priority areas where the algae sector can make 
a relevant contribution. For example, such programs 
aim to work toward the EU’s goal to become climate 
neutral by 2050, to protect biodiversity, to develop a 
circular economy, and implement a farm-to-fork strat-
egy for sustainable development in the food sector 
(European Commission, 2020). 
Therefore, the European Union is actively involved in 
various projects to explore renewable resources, bio-
energy and bioprocessing, including those related to 
microalgae (Enzing et al., 2014).
Germany accounted for the largest share of the micro-
algae market in Europe in 2021. Consumers in Germa-
ny are traditionally health-conscious, sensitive to envi-
ronmental concerns, and willing to pay higher prices 
for more natural, environmentally friendly products 
with minimal processing. At the same time, this in-
terest of German consumers in health and wellness 

products is fueled, among other things, by government 
education programs, media, and advertisements pro-
moting healthy lifestyles.10 
As a result, the increase in citizens’ awareness makes 
food manufacturers think about producing and dis-
tributing healthy food and beverages. 
However, there are a number of restrictions in the EU 
that result in only a small fraction of naturally occur-
ring microalgae species being commercially exploited. 
It is argued that the rate of exploitation of new species 
is also hampered by administrative burdens, namely 
the need for any new products to go through the New 
Foods Regulation before they can be placed on the 
food market. In doing so, these procedures are costly 
and time-consuming. However, a number of compa-
nies are already cultivating microalgae on an indus-
trial scale and have an established market (Araújo et 
al., 2021) (Table 2).
Food supplements and nutraceuticals (24%), cosmet-
ics (24%), and feed (19%) are the main uses of the 
microalgae biomass, accounting for 67% of the total 
utilization. Meanwhile, spirulina production is mainly 
directed toward food, food additives and nutraceuti-
cals, accounting for 75% of the reported uses (Araújo 
et al., 2021).
Although commercial production of microalgae in 
the EU is well established, high production costs and 
technological limitations, as well as gaps in scientific 
understanding of large-scale algal cultivation, limit the 
commercialization of biomass as high-value products, 
except for large-scale low-cost applications such as fu-
els (Araújo et al., 2021).
The market value of microalgae biomass varies de-
pending on several factors such as the production sys-
tem, production costs (energy and labor), geographical 
origin, certification schemes (e.g., organic production), 
and the stage of the value chain (e.g., B2B or B2C sec-
tor) (Lucakova et al., 2022).
Meanwhile, the value of spirulina in the B2B sector (in 
terms of dry weight) and chlorella varies between €25-
€50 per kilogram and €30-€70 per kilogram, respec-
tively (Araújo et al., 2021; Verdelho Vieira et al., 2022). 
In contrast, the value in the B2C sector for both species 
varies between €150 and €280 per kilogram (higher 
value for small packs, finished products) (Araújo et al., 
2021).
For Nannochloropsis sp., the species most suitable as 
feed (Qiao et al., 2019; Premachandra et al., 2023), the 
B2B sector price values are in the range of €30-€110 
per kilogram, while the market value in the B2C sector 
(as marine phytoplankton) can reach up to €1,000 per 
kilogram (Araújo et al., 2021).

8 https://www.greenairnews.com/?p=1239, accessed 13.05.2024.
9 https://www.polarismarketresearch.com/industry-analysis/microalgae-market, accessed 11.09.2023.
10 https://unfccc.int/sites/default/files/resource/The%20Long-term%20Strategy%20under%20the%20Paris%20Agreement.pdf, accessed 01.04.2022.
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The price of H. pluvialis in the B2C sector ranges from 
€150 to €300 per kilogram, while the B2B price of pure 
astaxanthin oleoresin based on pure astaxanthin is in 
the range of €6,000-€8,000 per kilogram (Araújo et 
al., 2021). New applications of microalgae biomass are 
facing increasing market demand and still have room 
for significant increases in production (Barone et al., 
2023).

Description of Manufacturing Companies
Currently, there are a significant number of companies 
producing microalgae-based products worldwide.  At 
the same time, the main competitive advantages of the 
leading companies include: 
•	 availability of their own innovative developments. 

For example, the Israeli company Algatech has 
developed a unique method of mass production 
of microalgae for the subsequent production of 
astaxanthin in the desert zones of Israel.11 

•	 high share of leading companies on the market of 
the most attractive segments.

For instance, some of the key players on the algal pig-
ments market are: Earthrise Nutritionals, LLC (US), 
Cyanotech Corporation (US), Zhejiang Binmei Bio-
technology Co., Ltd. (China), Bluetec Naturals Co., Ltd. 
(China), BlueBioTech Int. GmbH (Germany), Algate-
chologies Ltd. (Israel), EID Parry Limited (India), DIC 
Corporation (Japan), Tianjin Norland Biotech Co., 
Ltd (China), AlgaeCan Biotech Ltd. (Canada), AstaR-

eal AB (Sweden), Algae Health Sciences (US), Sochim 
International SpA (Italy), DD Williamson & Co., Inc. 
(US), Chlostanin Nikken Nature Co. Ltd. (China), and 
BASF Corporation (Germany), among others.
Along with these large leaders of the microalgae indus-
try, new start-ups are also being actively created. Infor-
mation about them is presented in Tables 3 and 4.

Prospects for Market Development
According to the United Nations, the world’s popula-
tion is expected to grow by more than 50% from 2000 
(6.14 billion people)12 to 9.7 billion in 2050 (United Na-
tions, 2022), thus, the amount of food produced must 
double to meet the needs of this population (Henchion 
et al., 2017). Meanwhile, meeting the protein needs of 
the huge population is the key aspect and growth driv-
er of the microalgae market (Fatima et al., 2023).
Moreover, there is currently explosive growth of inter-
est in microalgae biotechnology globally, with startups 
and commercial enterprises successfully operating 
abroad to produce microalgae biomass and bioprod-
ucts from it (Garrido-Cardenas, 2018). Examples 
of the successful realization of such projects are Al-
gaePARC (Amsterdam, Holland), Cyanotech (Hawaii, 
US), Roquette Klötze GmbH&Co. KG (Klötze, Ger-
many), AstaREAL AB (Gustavsberg, Sweden), and Al-
gatech (Keturah, Israel).
Scientists have also largely succeeded in unlocking the 
potential of microalgae for the production of a wide 
range of substances and materials, from cosmetics and 
food products to various types of plastics and biofuels 
(Kandasamy et al., 2022). An undeniable advantage of 
microalgae is the environmental friendliness of their 
application and production (Parveen et al., 2023). 
Microalgae are increasingly being tested as nutraceuti-
cals in the feed industry, especially in aquaculture, as 
a means to improve the immune response of marine 
animals (Khan et al., 2018; Camacho et al., 2019; Das 
et al., 2021). Unfortunately, commercial utilization has 
encountered difficulties due to high production costs 
associated with storage. In addition, the commercial 
use of microalgae as prebiotics in feed formulations 
has faced several challenges related to microalgae pro-
cessing methods that have yet to be resolved to reduce 
production costs (Camacho et al., 2019). 
Scaling up production is also still a major challenge. 
Currently, full-scale commercial microalgae-based 
production is only established for beta-carotene and 
astaxanthin (Camacho et al., 2019). In spite of this, ac-
cording to the bibliometric analysis carried out in the 
framework of this work, it is revealed that scientists are 
constantly conducting research to intensify the growth 
of microalgae and, consequently, increase their bio-
mass.

11 https://www.meticulousresearch.com/product/europe-microalgae-market-5491, accessed 13.05.2023.
12 https://data.worldbank.org/indicator/SP.POP.TOTL?end=2000&start=2000, accessed on 08.01.2024.

Microalgae types Number of 
producing 
companies

Production 
volume (tonnes)

Spirulina 222 142
Chlorella sp. 30 82
Nannochloropsis sp. 25 21
Haematococcus 
pluvalis

17 66

Tysochrysis lutea 10 Less than 1
Dunaliella salina 8 2
Phaeodactylum 
tricornutum

8 4

Tetraselmis sp. 16 5
Scenedesmus sp. 9 n.a.
Porphyridium 7 Less than 1
Others* 37 n.a.
* Thalassiosira sp., Acutodesmus obliquus, Chaetoceros muelleri, 
Cyanidium caldarium, Euglena gracilis, Odontella aurita.
Source: (Araújo et al., 2021).

Table 2. Companies  Cultivating Microalgae  
on an Industrial Scale 
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According to a recent study by Persistence Market Re-
search, the market for microalgae-based products is 
expected to grow at an average annual rate of 5.4% and 
exceed a valuation of $5 billion by 2033 (PMR, 2023). 
However, according to the authors of this article, the 
value may be more conservative ($2 billion by 2030), 
taking into account the compound annual growth rate 

(averaged by analysts’ data at 6.8%) and the 2021 base 
effect of $977.1 million. The South Asia and East Asia 
market will expand at a CAGR of 7.8% and 6.8%, re-
spectively, during the forecast period 2021-2031 (PMR, 
2023). North America and Europe will continue to 
dominate the market with market shares of 28.8% and 
27.9%, respectively (PMR, 2023).

Table 3. List of International Startups Developing Microalgae Solutions

Adarchenko I., Kurbatova A., Porotnikova N., Savenkova E., Kumar V., Skorokhodova Y., рр. 69–83

Company name 
(Сountry)

Year of 
foundation Description of activities

Brevel (Israel)

2022 (project 
establishment)
2017 (company 
establishment) 

Produces plant protein adapted to the needs of the food industry.

Brilliant Planet 
(UK)

2022 (project 
establishment)
2017 (company 
establishment)

Develops a unique solution to reduce the world’s carbon footprint: the company creates tanks 
of seawater, providing ideal breeding conditions for algae. The algae, in turn, can absorb carbon 
emissions in large quantities.

NewFish (New 
Zealand) 2020 Creation of food products using microalgae fermentation technology

Quazy Foods 
(Germany) 2021

Development of competitive, healthy, and sustainable microalgae-based functional ingredients 
while protecting aquatic ecosystems. Also sensory and nutritional optimization of microalgae 
strains for wide application in food products

PhycoWorks Ltd 
(UK) 2021 Creating valuable products from waste, accelerating the transition to a circular bioeconomy

Minus Materials 
(USA) 2021

Minus Materials is industrializing limestone formation. Utilizes microalgae, sunlight and 
seawater to capture and store carbon dioxide in the form of biogenic limestone. They reduce the 
formation of limestone quarries while isolating and storing carbon dioxide in the process

Algiecel ApS 
(Denmark) 2021

ALGIECEL utilizes natural microalgae organisms, a very compact and high-performance 
photobioreactor technology that fits into standard shipping containers, and a new revenue 
sharing business model offering carbon capture as a service

GC Lipid Tech 
(Canada) 2021

The company develops clean technology solutions using microalgae. GC Lipid Tech is committed 
to developing clean technology solutions using microalgae and providing the world with a 
variety of sustainable, efficient and safe biotechnologies

Ittinsect (Italy) 2020

Ittinsect specializes in the biotechnological processing of insects, microalgae and agricultural 
by-products to create highly effective and sustainable aquaculture feeds. The company’s mission 
is to make aquaculture independent of marine resources by offering a product that provides 
fast and consistent fish growth, a robust immune system and less risk of digestive inflammation 
than traditional feeds. Ittinsect products produce 10% less CO2-eq emissions per kilogram than 
comparable conventional feeds, contributing to a lower environmental impact and helping to 
reduce stress on small pelagic fish

Sophie’s 
Bionutrients 
(Singapore)

2017

The company grows microalgae inside bioreactors. This process can be controlled to produce 
protein in a matter of days. The company uses limited water and local food waste to produce 
protein from microalgae in metropolitan areas in many parts of the globe. Sophie’s Bionutrients 
can also produce whole algae ingredients for a variety of food applications in the form of plant-
based meats and functional foods

Realm (Germany) 2022 REALM is developing a new cost-effective approach to growing microalgae while treating 
wastewater and reducing freshwater demand

Algaenergy (Spain) 2009

AlgaEnergy started with the development of microalgae-based agricultural biostimulants in 
2009, a world first. AlgaEnergy sells microalgae-based agricultural biostimulants worldwide. 
Each biostimulant consists of an optimized combination of different microalgae species in 
optimized proportions depending on their composition, which individually provide the 
necessary elements for the physiological development of the plants. The enormous biodiversity 
offered by microalgae, AlgaEnergy’s knowledge, and the five cultivation technologies the 
company utilizes allow AlgaEnergy to select the ideal microalgae species depending on the 
desired product. But now AlgaEnergy’s product line goes beyond their patented microalgae. The 
company offers a unique new class of crops that combine microalgae with plant nutrients and 
biologicals

SeaH4 (South 
Africa) 2021

A groundbreaking zero CO2 alternative to fossil fuels, ready for consumer use and requiring 
no investment in transportation infrastructure. SeaH4 fuel requires no changes to engines or 
distribution network

Algaementum 
(Portugal) 2023

Algaementum aims to create specialized cultivation sites in central-eastern Portugal in 2024. 
Where an abundance of sunlight, clean water and skilled human capital combine to provide 
unique opportunities for algae cultivation.
Free from plastic, toxins and heavy metal pollution, Algaementum is committed to producing 
the most nutritious food (and feed) ingredients in accordance with the EU’s high ethical and 
organic standards

Carbon Kapture 
(UK) 2020 Carbon Kapture is a startup focused on carbon capture and sequestration through a global 

network of seaweed farms
Source: authors.
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Table 4. List of Russian Startups Developing Microalgae Solutions

Source: authors based on (The Insight Partners, 2021).

Figure 7. Microalgae Market (2020 small circle fact 
and 2028 large circle forecast)
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establishment)
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(2022, 

thousand 
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Company description

Biotrek (2022) - Development of solutions for improving microalgae cultivation conditions using artificial 
intelligence

Algafood (2021) 2 233 Production of microalgae for food industry with full composition of amino acids and vitamins
Lya Vodoroslya 

(2023) - Development of technology for growing matrix and industrial cultures of different strains of 
marine microalgae

Ei-dzhi-ti (2020) 92

Algoremediation of water bodies to prevent their degradation due to significant anthropogenic 
impact and active saturation of water bodies with toxic biogenic elements (eutrophication), the 
unbalanced content of which contributes to the rapid development of algae and the appearance 
of cyanobacteria. Chlorella not only actively purifies water from organic compounds, but also 
from inorganic ones, for example, reduces the content of phosphorus, ammonium, formaldehyde, 
ammonia and others.

AA Plus Tech 
(2020) -

Conversion of greenhouse gases into “healthy products” using photosynthesis of microorganisms. 
We are an international team with cross-industry expertise, representing a unique blend of 
managerial and specialized competencies in biophysics, biology, digital technologies, CO2 
transformation into healthy products - dietary supplements, nutraceuticals, ingredients 
(algal proteins, antioxidants, food colors, PUFAs, etc.).The project is based on a cloud-based 
management system using AI and continuous remote non-invasive diagnostics functions, as well 
as continuous end-to-end accounting of CO2 equivalent in the final product.

TSVT (2021) 375
Design and manufacture of bioreactors and, on their basis, multiplatform reactor biostations. The 
key technology is the formation of a controlled gas vortex, which results in gentle, non-contact 
mixing of the culture medium and the useful substance

Algavitapro (2018) 32 724

Genetic sequencing services. Creation and market launch of an agricultural feed additive 
combining the properties of a prebiotic (green microalgae chlorella) and orexigen (functional 
peptide rubiskolin-6), which is able to increase average daily feed intake and conversion, weight 
gain and final weight of livestock, thus improving the economic efficiency of agricultural 
enterprises and farms.

Yar Lain (2015) 111 460 Development of production of organo-mineral fertilizer Chudorost based on microalgae biomass
Novye Pishchevye 

Biotekhnologii 
(2020)

-
Development of bioavailable nutraceuticals and methods of their targeted delivery for use in 
functional nutrition based on carotenoid extracts of Chlorella microalgae (core), biodegradable 
material (shell), and technologies of food products for functional nutrition with their use

Nikafresh (2020) - Development of innovative technology of nano-encapsulated carotenoids with high bioavailability 
and resistant to temperature and UV influences

Source: authors.

The European market will grow significantly over the 
forecast period due to increasing opportunities for the 
use of microalgae, especially spirulina and chlorella, 
in the production of health and nutritional products, 
the shift away from synthetic dyes, growing demand 
for natural blue dyes, and increasing investments in 
the phycocyanin industry.13 In addition, the European 
Union is investing in the microalgae market to achieve 

its goal of creating renewable energy and reducing 
carbon dioxide emissions. The European Commission 
is collaborating with several projects to improve the 
biofuel production system. Increased EU funding for 
microalgae research and development and implemen-
tation of standardization methods for the production 
and use of microscopic algae-based products and in-
gredients in various industries would help the EU mar-
ket to flourish (Kuech et al., 2023).
As mentioned above, the dietary supplements and 
pharmaceuticals segment will account for the largest 
market share, however, the animal feed and aquacul-
ture segment is expected to have a significant com-
pound annual growth rate due to the shift in consumer 
focus toward more nutritious feed products (PMR, 
2023).
Furthermore, the production of lutein used as a 
food and feed additive could be another promis-
ing area of growth for the microalgae market (Lin 
et al., 2015). Among others, lutein has antioxidant 
properties, anti-cancer effects, promotes the devel-
opment of infants’ nervous system (Hu et al., 2018), 
and plays an important role in preventing cataracts  
(Manayi et al., 2016).

13 https://www.cbi.eu/market-information/natural-ingredients-health-products/chlorella-and-spirulina/market-potential, accessed on 08.01.2024.
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Sales of microalgae lutein-based products are expected 
to reach $450 million by 2027 (Saha et al., 2020) at a 
compound annual growth rate of around 6.10% (Saha 
et al., 2020; Fu et al., 2023).
The market for microalgae-based products by micro-
algae species in 2020 (small circle) and 2028 (large 
circle) can be reflected as follows (The Insight Partners, 
2021) (Figure 7).

Conclusion
Microalgae are a promising “agricultural crop” that plays 
the most important role in the functioning of the entire 
biosphere. Recently, their industrial production has at-
tracted more and more attention, as they find applica-
tions in different spheres of the global economy. These 
include the production of food, fodder, fertilizers, as 
well as a new promising direction - biofuel production. 
Market trends and the growing interest of consumers 
in natural and healthy products forced scientists and 
business representatives to develop new products with 

functional ingredients. Microalgae have been recog-
nized as a source of functional ingredients with ben-
eficial health effects as these microorganisms produce 
polyunsaturated fatty acids, polysaccharides, natural 
pigments, essential minerals, vitamins, enzymes, and 
bioactive peptides.
The microalgae market size in 2021 was valued at $977 
million, with an average annual market growth rate of 
6.8% projected. Thus, in the authors’ view, by the end 
of 2030, microalgae-related companies are projected 
to generate over $2 billion in revenue.
The market for microalgae-based products in South 
Asia and East Asia is expected to expand at a CAGR of 
7.8% and 6.8%, respectively, during the forecast period 
2021-2031. However, North America and Europe will 
remain dominant on the market with market shares of 
28.8% and 27.9%, respectively.
Therefore, the production of microalgae-based prod-
ucts is a dynamic, multi-sectoral market with huge 
potential in many sectors of the economy.
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Overcoming Internal and External Barriers 
for the Innovative Development of Businesses

Abstract

Recent years have become a stress test for Russian inno-
vative business due to increased internal and external 
barriers to development. In order to assess the adaptive 

capacity of firms and their readiness to continue innovation 
activities in times of crisis, this paper proposes an approach to 
identify and systematize the attitude and expectations of the 
business community towards the changing framework condi-
tions for innovation. The innovation climate is measured as a 
set of 47 factors combined into 8 groups: markets, competi-
tive environment, material base, availability of human and 
financial resources, quality of infrastructure, government 
regulation and social environment. The analysis is based on 

the results of a specialized survey of 1121 high-tech manu-
facturing and service firms, conducted between January and 
March 2022. The results show that business perceptions of 
framework conditions for innovation and areas of inefficien-
cy vary weakly across industries, but are strongly related to 
firms’ patterns of innovative behavior. Non-innovative firms 
are the most pessimistic in their assessments. The key barriers 
to innovation are related to the quality of government regula-
tion and the availability of external financing. The results ob-
tained allow expanding the understanding of the peculiarities 
of business adaptation to external constraints and formulate 
some recommendations for innovation policy.
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1 Certain sanctions have been imposed by foreign countries after 2014 too. 

Introduction
Many countries see the achievement of sustainable 
economic growth and technological sovereignty as 
a key strategic goal. For Russia, faced with unprec-
edented sanctions pressure, other destructive exter-
nal factors, and internal barriers hindering develop-
ment, this goal has become critical. The effective-
ness of the entire national economy is now under 
threat along with economic actors’ activities and 
the operation of management systems, models, and 
tools at all levels.
As international experience shows, in a crisis situa-
tion, businesses change their behavioral patterns to 
adapt, trying to balance growth strategies (strength-
ening the advantages to increase sustainability, 
competitiveness, and performance) and survival 
(keeping the impact of negative external conditions, 
which are increasingly constraining and occasion-
ally overwhelming, withing tolerable limits). Many 
companies choose extremely conservative strategies, 
mainly relying on their own experience in dealing 
with emerging problems, such as, for example, the 
pandemic. At the same time adaptation methods 
and factors affecting their choice are very diverse 
and depend on organizations’ basic characteris-
tics (size, age, activity area), sectoral and cultural/
historical specifics, and the features of the national 
business environment, which determine the condi-
tions for doing business and creating innovations 
(Paunov, 2012).
The relevant scientific literature is mainly focused 
on the changing framework conditions for doing 
business, i.e., the external context of companies’ 
operations. This context cannot be controlled by 
company management, but it significantly affects 
management decision-making, in particular the 
willingness and ability to implement technological 
solutions, develop new products, and participate in 
global value chains (Baier, Zenker, 2022; Brancati 
et al., 2017). The importance of how quickly com-
panies respond to changes, reconfigure their strate-
gies, and adjust behavior patterns is also noted. Both 
companies and the public authorities responsible 
for supporting them in the new situation also need 
overall assessments of the various parameters of the 
business environment for innovation, and of factors 
limiting innovation activities.
The concept of the business environment for inno-
vation (innovation climate) is widely used in eco-
nomic research, but in practice, obtaining relevant 
comprehensive (quantitative) assessments turns 
out to be a very difficult task. Among the few tools 
applied to measure such complex and multidimen-
sional concepts are composite innovation indices 
(Vlasova, 2023). However, they provide only an ag-
gregated assessment, which does not reflect busi-

nesses’ view of the current rules of the game and of 
the status quo.
The proposed approach to analyzing the business 
community’s sentiment regarding the conditions for 
innovation in Russia is based on a market research 
methodology (OECD, 2003) and the results of a 
specialized survey of high-tech manufacturing and 
service enterprises conducted by the HSE ISSEK in 
early 2022. The main objective is to assess Russian 
businesses’ adaptive potential, their willingness to 
restructure and move on within the new economic 
realities.
Based on the classification of environmental fac-
tors affecting innovation development presented 
in the guidelines for collecting and interpreting in-
novation data (OECD, Eurostat, 2018), the Russian 
business community’s satisfaction with the current 
conditions for innovation was assessed. Further, its 
expectations regarding the possible changes over 
the next three years were evaluated. Particular at-
tention was paid to the differences in attitudes and 
expectations, and in the perception of business en-
vironment faults between enterprises operating in 
different sectors of the economy (traditional high-
tech manufacturing and service industries), which 
demonstrate different innovation behavior patterns 
(engaged or not engaged in innovation and export 
activities). In particular, to take into account the 
highly diverse requirements of various company 
types regarding possible government support mea-
sures (Roud, 2018; Vlasova, Roud, 2020), a typology 
of organizations was used, based on their experi-
ence of implementing innovations, participating in 
export activities, and conducting research and de-
velopment (R&D).
The results expand our understanding of the fac-
tors affecting businesses’ adaptation to external 
constraints, and allowed us to suggest some rec-
ommendations for Russian innovation policy. The 
survey did not cover the sanctions period itself, but, 
it allowed the authors to assess the initial state of 
affairs at the surveyed organizations, which is im-
portant for understanding their perception of future 
developments. Secondly, the findings are likely to be 
relevant to the current circumstances, as supported 
by the existing literature. Domestic businesses (es-
pecially those operating in high-tech sectors) have 
been facing serious external restrictions since at 
least 20141, and during the pandemic crisis, when 
they had to find ways to overcome external shocks.
The first section of the paper presents a review of 
the literature on innovative businesses’ diverse be-
havioural responses to exogenous challenges. The 
second part describes business environment factors 
affecting innovation and substantiates the need to 
measure them to assess companies’ adaptive po-
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tential. The third section describes the methodol-
ogy and information basis of the study. The fourth 
presents the results of a comprehensive empirical 
assessment of the business environment parameters, 
including the faults noted by the Russian business 
community. The concluding section discusses the 
main findings and presents public policy recom-
mendations.

Companies’ Innovation Strategies  
amid Exogenous Shocks
In recent decades, businesses in Russia and other 
countries have regularly faced various crises that 
transformed the markets, affected innovation activi-
ties, organizations’ performance, and so on. Exog-
enous shocks suppress companies’ motivation to in-
novate in a highly uncertain situation (Spatt, 2020), 
exacerbated by the unavoidable resource constraints 
including reduced demand and income, decreased 
liquidity and limited availability of external financ-
ing (Huang, Lee, 2023). Compared to a growth pe-
riod, the short-term returns from implementing in-
novations are lower in a turbulent period, which en-
courages businesses to cut expenditures on relevant 
R&D (Mand, 2019).
At the same time, crisis periods play an important 
role in the emergence of new innovation paths. Hav-
ing to operate in extreme conditions pushes compa-
nies to search for new growth strategies (Leduc, Sill, 
2013). For example, the 2008-2009 financial crisis 
became a catalyst for the digitalization of financial 
services, prompting the development of efficient 
financial technologies based on big data, artificial 
intelligence, machine learning, and cloud services. 
Small innovative businesses, along with companies 
that have actively invested in innovation in the pre-
crisis period, gained a growth momentum (Archibu-
gi et al., 2013).
The most important characteristic of the crises 
caused by sanctions and pandemic-related restric-
tions (despite their quite different reasons) was the 
emergence of numerous gaps in global value chains 
(Alcorta et al., 2021). Structural changes happen in 
various industries and negatively affect not only ob-
viously inefficient enterprises, but also competitive 
companies with high technological potential. For 
example, due to the sanctions introduced in 2022, 
more than half of Russian manufacturing enterpris-
es faced problems with logistics, product and ser-
vice imports, and increased prices for raw and other 
materials and components (Simachev et al., 2023).
External shocks affected the mood of the business 
community in different ways, depending on various 
factors related both to the nature of the crisis itself, 
the national, industry, and organizational specifics, 

and the state anti-crisis policy. An analysis of the 
literature on innovation revealed researchers’ high 
interest in studying the characteristics and condi-
tions of the business environment that affect compa-
nies’ sustainability during turbulent periods and the 
choice of corporate adaptation strategies. Important 
factors include the firms’ experience in creating in-
novations (Archibugi et al., 2013), participating in 
export activities (Jung et al., 2018), and their R&D 
potential (measured as R&D expenditures) (Mand, 
2019). Despite the cyclical nature of such invest-
ments, during a crisis they can help strengthen com-
panies’ competitiveness. Other factors identified by 
researchers may also have a similar effect.
During the 2008 crisis, not only was an increase in 
R&D expenditures in sectors such as pharmaceuti-
cals, biotechnology, and chemical production noted 
(Lech, 2011), but also grassroots growth of innova-
tion activity was observed: many companies created 
technological innovations, every third one intro-
duced process innovations, and one in five invested 
in product innovation (Paunov, 2012). All other 
things being equal, low dependence on imports and 
no participation in export activities can, to a certain 
extent, mitigate the negative impact of sanctions 
and other external challenges. On the other hand, 
innovative and export-oriented companies have a 
wider range of funding sources, and are less depen-
dent on domestic demand, which frees up additional 
resources for building effective adaptation strategies 
and overcoming crisis-related limitations.
Russian business is going through a period of adapt-
ing to the new circumstances, searching for the best 
ways to respond to them. An assessment of corporate 
behavioral strategies in a situation of major changes 
shows that the initially neutral, and sometimes even 
positive, perception of new challenges by top com-
pany management contributed to focusing on inno-
vation and market expansion (Simachev et al., 2023). 
The restrictions associated with the COVID-19 
pandemic and the 2022 sanctions pushed Russian 
businesses to expand their presence on traditional 
markets and enter new ones and develop promising 
niches for new products. In particular, service or-
ganizations specializing in digital communications 
actively developed various remote employment for-
mats, and vital online delivery services (Kuzminov, 
Serkov, 2020). Only about a third of Russian enter-
prises (mostly not engaged in innovation activities) 
did not make any effort to adapt either during the 
acute phase of the COVID-19 pandemic, or dur-
ing the period of sanctions pressure. Statistical data 
for 2022 recorded a slight decrease in Russian or-
ganizations’ innovation activity (11% versus 11.9% 
in 2021), while they have maintained their relevant 
expenditures at constant prices, and increased their 
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2 https://rosstat.gov.ru/statistics/science#, accessed on: 22.12.2023.
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rate (2.1% versus 2%)2. During the crisis, businesses 
changed the focus from pursuing long-term strate-
gic goals to dealing with basic operational objectives, 
but they continued to see innovation as a factor in 
maintaining and stepping up their operations.

The Role of the Business Environment  
in Innovation Development
Among the many prerequisites for corporate inno-
vation and conditions for its productivity, business 
environment characteristics attract particular at-
tention in the literature. They are listed in the Oslo 
Manual, which are guidelines for collecting and in-
terpreting innovation data (OECD, Eurostat, 2018). 
While remaining beyond the control of company 
management, these factors significantly affect man-
agement decisions regarding the implementation of 
innovations. A productive environment for innova-
tion is defined by geography (company location), 
market parameters, and knowledge dissemination 
and exchange mechanisms (human resources, avail-
ability of financial resources, and infrastructure), 
specific features of government regulations, and the 
public sphere.
Stable demand for company products and the pos-
sibility of market expansion (which determine po-
tential profits) are among the key external factors of 
increasing corporate innovation expenditures, and 
more generally, of coming up with an “innovative 
response” to changing operating conditions (Pau-
nov, 2012). In a situation of economic shock, busi-
ness activity and consumer demand decline, which 
requires reviewing and restructuring competition 
and marketing strategies. During the pandemic en-
terprises in various industries (in particular, phar-
maceuticals) significantly expanded their product 
lines and developed an online economy, increasing 
sales on existing markets and entering new ones 
(Huang, Lee, 2023). A no less important aspect is 
entering foreign markets. Diversification and inter-
national openness tend to increase returns on in-
novation, and open access to additional resources 
(Panwar et al., 2022).
The most important business environment charac-
teristic is the level of competition. However, its con-
nection with innovation activity is not very clear 
(Aghion et al., 2018; Negassi, Hung, 2014). Compe-
tition is a key incentive to search for new strategies 
and growth sources, among which technological 
or organizational innovations hold a special place 
(Camps, Marques, 2014; Baranov, Dolgopyatova, 
2013). At the same time, too strong or too weak 
competition sometimes can suppress companies’ in-
novation activity due to increased costs, market bar-
riers, or a lack of incentives.
Cooperation can contribute to strengthening com-
petitive advantages during a recession, for example, 
in the form of joint R&D, or digital interactions 

via marketplaces or digital platforms (D’Agostino, 
Moreno, 2018). Joining forces allows for not only re-
ducing the risks and costs of implementing innova-
tions, but also speeding up their development. The 
decisive factors for stepping up cooperation during 
a crisis are the macroeconomic dynamics and the fi-
nancial stability of individual organizations and the 
industry as a whole.
Another important component of the innovation 
climate is infrastructure, which provides mutual 
benefits for players in the educational, scientific, in-
dustrial, and other sectors (Gorzelany-Dziadkowiec 
et al., 2019). Transport, energy, information and 
communication (including the internet), and social 
(housing, healthcare, education, etc.) infrastructure 
is a vital aspect of successful entrepreneurial activity, 
and of establishing links between key participants 
in the commercialization of R&D results (Dezhina, 
Saltykov, 2004).
In addition to markets and infrastructure, another 
factor in businesses’ rapid adaptation to new eco-
nomic realities and stepping up innovation is ac-
cess to resources - material (equipment, production 
space, raw and other materials, etc.), human (first of 
all, highly skilled workers and professionals to sup-
port critical business processes), and financial ones. 
Although resources are controlled by management, 
the possibilities of attracting, accumulating, and 
distributing them largely depend upon the econom-
ic situation and government policy.
The results of numerous studies confirm that dur-
ing a crisis, companies’ survival and innovation 
activities, including R&D, are positively correlated 
with the availability of public financial support in 
the form of grants and subsidies (Becker, 2015; Jung 
et al., 2018). Access to borrowed funds (bank loans, 
bond issues, leasing, export credit agencies’ resourc-
es) and venture financing significantly affect the 
resource potential of business organizations (Peia, 
Romelli, 2022).
The social context, including the public’s interest, 
and level of confidence in new technologies, and 
S&T development generally, significantly affect 
business and innovation activity. Although as a rule, 
society tends to have a positive opinion of science 
and technology’s contribution to socioeconomic 
progress (Naor et al., 2015), during crises this atti-
tude often changes, and it does so in different ways 
for different population groups. Since various kinds 
of recessions are becoming increasingly unpredict-
able and their consequences more difficult to man-
age with traditional anti-crisis measures (e.g., mon-
etary ones), the distrust of economic agents and 
government departments and affiliates (consulting, 
informational, expert, intermediary agencies), the 
number of company decisions are growing. The 
level of openness to new technologies and innova-
tions, and people’s attitude toward them are directly 
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related to the latter’s standard of living and educa-
tion, the perception of technological innovations’ 
capabilities and ease of use, usefulness, and reli-
ability (Pishnyak, Halina, 2021). The public sector’s 
demand for innovation also plays an important role 
(Patanakul, Pinto, 2014).
Finally, an important business climate component is 
government regulation and administrative barriers. 
The country’s economic policy as a whole, and its 
specific elements including tax and customs legisla-
tion, the quality of the judicial system, and the ac-
tivities of control and supervisory authorities largely 
determine businesses’ innovation behavior patterns 
(Pakhomova et al., 2015). The intellectual property 
protection regime also plays a special role. As for-
eign experience shows, in industries with a high pat-
ent activity, companies tend to be less sensitive to 
exogenous shocks, therefore, during recessions they 
continue to implement their pre-crisis strategies 
and do not decrease innovation activity (Archibugi 
et al., 2013; Fabrisio, Tsolmon, 2014). With insuffi-
cient level of intellectual property protection, copy-
ing and imitation proliferate, while an adequate pro-
tection system guarantees income from inventions 
and innovations, i.e., financial stability, including in 
a turbulent external environment.
Thus, the results of numerous studies indicate that 
the environment in which companies operate is one 
of the most important factors in their innovation 
development. It sets the rules of the game, defines 

the opportunities for, and barriers to, adapting the 
business to changes in its operating conditions.

Methodology and Data
The analysis conducted as part of this study is based 
on the results of a specialized survey of innovation 
behavior of Russian enterprises conducted in Janu-
ary-March, 2022 by the National Research Universi-
ty Higher School of Economics Institute for Statisti-
cal Studies and Economics of Knowledge. The meth-
odological basis of the survey was market research, 
which reveals, through structured interviews, man-
agers’ attitudes and expectations regarding the cur-
rent situation at their organizations, and their plans 
for the next three-year period. The empirical basis 
of the analysis was data on 1,121 enterprises operat-
ing in high-tech manufacturing industries (OKVED 
20, 21, 26, 30) and the service sector (OKVED 61, 62, 
63)3 employing more than 10 workers.
The sectoral structure of the sample is due to the 
fact that the selected sectors of the Russian econ-
omy have a high level of innovation activity: in 
2021, 17.4% in manufacturing, 44.5% in traditional 
high-tech industries (pharmaceuticals, electronics, 
chemical products, vehicles), and 10.5% in services. 
The sample is stratified, and representative in terms 
of the criteria applied to normalize it for empiri-
cal analysis, taking into account the actual param-
eters of the Russian economy (Ruslana Bureau Van 
Dijk data was also used).4 The general structure of 
the sample is presented in Table 1. The survey tool 
was harmonized with the international standard 
for measuring innovation activity, and in addition 
to questions about the framework conditions for it, 
included questions on new product and/or business 
process development by companies over the previ-
ous three years (innovation activity), R&D expendi-
tures, and export operations.
Based on the identified characteristics of the respon-
dent companies, a typology was developed, which 
allowed for assessing their adaptation potential on 
the basis of their innovation behavior patterns. The 
following organization types were considered in the 
course of the empirical analysis: 1) non-innovative 
companies (have not introduced any new products 
over the previous three years); 2) innovative, but not 
engaged in export activities (in 2021); 3) innovative 
and exporting firms; and 4) innovative companies 
which have conducted R&D (incurred expenditures 
on R&D conducted in-house and/or jointly with 
third-party organizations in 2021). This classifica-
tion allowed the authors to identify barriers that 
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Table 1. Sample Structure

Parameters
Number of 

organisations 
in the sample

Number of 
organisations 
in weighted 

sample
Organisation size

Small (< 50 employees) 724 10 688
Medium (51–250) 280 2666
Large (> 250) 116 669

Economy sector
High-technology 
manufacturing industries

486 3088

Services 635 10 945
Organisation type

Non-innovative 286 2 411
Innovative, non-exporting 632 8048
Innovative, exporting 203 3574
Innovative, conducted 
R&D

820 10 396

Total 1121 14 033
Source: authors.

3 OKVED codes: 20 - Production of chemical substances and chemical products; 21 - Production of medicines and materials used for medical purposes; 
26 - Production of computers, electronic and optical products; 30 - Production of other vehicles and equipment; 61 – Telecommunication-related activities; 
62 - Computer software development, consulting services in this area, and related services; 63 - Information technology-related activities.

4 https://www.bvdinfo.com/, accessed on 11.04.2022.
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hinder stepping up innovation, depending on Rus-
sian businesses’ level of maturity.
The respondents assessed the conditions for their 
companies’ innovation development using a set of 
47 factors broken down into eight groups: markets, 
competitive environment, material, human, and fi-
nancial resources, quality of infrastructure, govern-
ment regulation, and social environment. Business 
environment parameters were selected taking into 
account exogenous factors of innovation activities 
included in the latest edition of the Oslo Manual 
(OECD, Eurostat, 2018), and on the basis of a review 
of relevant scientific literature. Their brief descrip-
tion is presented in Table 2.
Company managers assessed each factor’s current 
state and expected dynamics over a three-year pe-
riod using a five-point Likert scale, where 1 is a 
negative assessment of the current situation/expect-
ed deterioration and 5 indicates a positive assess-
ment/expected improvement. Based on the survey 
results, specific factors’ and factor groups’ indices 
were calculated (the average value for factors with 
equal weight) as part of assessing the overall busi-
ness environment for innovation, and a composite 
sentiment and expectations index (average values 
for factor groups).
At the first stage, we analyzed how the Russian busi-
ness community assessed the current situation for 
innovation activities, and the prospects for the next 
three years by factor groups and individual factors. 
At the second stage, business environment faults 
were identified: potential barriers hindering the 
acceleration of innovation. The statistical signifi-
cance of the differences in barriers’ assessment by 
companies displaying different innovation behav-
ior patterns was measured using one-way analysis 
of variance (ANOVA) (Rueda, 2023). The statistical 
significance of differences in median cluster values 

was measured using the Kruskal-Wallis test. Non-
overlapping sets of organizations were considered, 
depending on their involvement in innovation and 
export activities. The analysis was carried out for 
all types of economic activities under consideration 
generally, and at the industry level (traditional high-
tech and service industries).

Analysis Results
Business Environment for Innovation: Business 
Community’s Sentiment and Expectations
At the beginning of 2022, the Russian business com-
munity assessed the conditions for creating innova-
tions as moderately positive: the sentiment index 
was 3.47 out of 5 (Table 3). Since the survey coin-
cided with the beginning of the imposition of sys-
temic sanctions against Russia by Western countries, 
company managers predictably did not expect the 
situation to improve over the next three years (with 
some minor exceptions for certain factor groups). 
However, there were no radically decreased assess-
ments either. This applies both to high-tech manu-
facturing and service sector companies.
According to the respondents, the barriers currently 
associated with government regulation (3.19) and 
availability of financial resources (3.25) hinder inno-
vation development most significantly. As to specific 
factors, in the financial resources group, companies 
faced (and will likely continue to face) the biggest 
problems with attracting external funding, especially 
from export credit agencies, bond issuers, and venture 
investors. Businesses are concerned about the quality 
of the judicial system and the activities of control and 
supervisory authorities, and, for obvious reasons, ma-
jor issues with entering foreign markets.
Factor groups related to human resources and in-
frastructure quality received the highest scores (3.82 

Factor groups Number  
of factors Description

Markets 5 Stable demand for company’s products, opportunities to enter new markets and expand presence on 
the current ones

Competitive 
environment

6 Stability of competitive advantages, factors in obtaining and retaining them, cooperation opportunities

Materials and 
equipment

4 Material production factors: floor space, access to raw materials, supplies, and equipment, including 
imported ones

Human resources 6 Availability of workers specializing in various business processes (production, administration, 
marketing and sales, logistics, new product development, etc.)

Financial 
resources

7 Availability of one’s own resources, and access to external funding sources (credits, loans, leasing, 
venture investments, government support)

Infrastructure 6 Quality of infrastructure (transport, energy, social, information and communication, etc.)
Government 
regulation

9 Economic policy and its specific elements (tax and customs regulation, judicial system quality, 
intellectual property protection, etc.)

Social 
environment

4 The level of trust between partners, businesses and the state; the public’s interest in new technologies; 
public sector’s demand for innovation

Source: authors.

Table 2. Business Environment Factors Affecting Companies’ Innovation Activities
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and 3.70, respectively), for both current state and 
expectations. As with a number of other business 
environment aspects, a slight deterioration is pos-
sible for both these groups in the next three years 
(–0.13 and –0.23, respectively). Regarding business 
processes, the respondents were most pessimistic 
about the availability of personnel for product de-
velopment, including R&D and production or the 
provision of services. In terms of infrastructure, the 
respondents positively assessed factors related to 
communications and the internet and were relative-
ly negative about the availability of social infrastruc-
ture: housing, medical services, schools and kinder-
gartens, recreation areas, and the quality and costs 
of waste disposal services.
The analysis of business sentiment taking into ac-
count innovation behavior patterns revealed that 
companies with actual innovation experience gener-
ally assessed the relevant conditions more positively 
(Table 4).

Non-innovative companies were more pessimistic 
about the current situation (for high-tech manu-
facturing enterprises, this indicator value was 3.40, 
and for service sector - 3.21). Unsatisfactory scores 
(<3) were also received by certain factor groups in 
the service sector. As noted in a number of previous 
studies (see, e.g., Roud, 2018), this suggests that in 
the absence of actual experience of applying innova-
tions, business environment characteristics become 
a major factor in making decisions about launching 
new innovative projects.
Innovative service companies engaged in export ac-
tivities assessed the conditions for innovation devel-
opment moderately positively (3.58). Such compa-
nies’ managers also demonstrated a relatively high 
level of satisfaction with the market situation (3.81), 
in particular the stability of demand, opportunities 
to step up sales and enter new markets, and consum-
ers’ willingness to pay more for technologically im-
proved products and services.
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Factor group
Traditional high-tech Services Total

Current Expectations Current Expectations Current Expectations
Markets 3.52 3.46 3.41 3.38 3.44 3.40
Competitive environment 3.58 3.56 3.53 3.57 3.54 3.57
Materials and equipment 3.63 3.38 3.55 3.29 3.57 3.31
Human resources 4.05 3.83 3.75 3.65 3.82 3.69
Financial resources 3.41 3.36 3.20 3.29 3.25 3.31
Infrastructure 3.86 3.61 3.65 3.43 3.70 3.47
Government regulation 3.27 3.25 3.17 3.11 3.19 3.14
Social environment 3.70 3.68 3.52 3.55 3.56 3.58
Composite index 3.60 3.49 3.44 3.38 3.47 3.40
Note: the composite index provides a generalised assessment of the conditions for innovation activities, and the prospects for their change as perceived by 
company managers. It was assessed using 47 factors broken down into 8 groups, calculated as their arithmetic mean. Each factor was measured using a 
five-point scale with 1 meaning negative assessment of the current situation / expected deterioration in three years’ time, 5 positive assessment / expected 
improvement, and 3 neutral assessment / no change..
Source: authors.

Table 3. Sentiment and Expectation Indices by Business Environment  
Factor Group and Economic Activity Type

Factor group
Non-innovative Innovative, non-

exporting Innovative, exporting Innovative, conducting 
R&D

Hi-tech Services Hi-tech Services Hi-tech Services Hi-tech Services
Markets 3.07 2.86 3.51 3.42 3.74 3.81 3.65 3.57
Competitive environment 3.33 3.16 3.71 3.59 3.53 3.65 3.65 3.62
Materials and equipment 3.51 3.30 3.69 3.61 3.61 3.61 3.65 3.60

Human resources 3.89 3.69 4.16 3.77 3.97 3.75 4.10 3.77
Financial resources 3.10 2.92 3.57 3.23 3.35 3.33 3.47 3.27
Infrastructure 3.74 3.47 3.90 3.67 3.87 3.74 3.86 3.67
Government regulation 3.10 2.99 3.39 3.11 3.18 3.22 3.29 3.15

Social environment 3.43 3.29 3.88 3.58 3.58 3.53 3.78 3.59
Composite index 3.40 3.21 3.73 3.50 3.60 3.58 3.68 3.53
Source: authors.

Table 4. Sentiment Indices by Business Environment Factor Group and Innovation Behavior Pattern
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On the contrary, in the high-tech manufacturing 
segment, innovative companies operating exclusive-
ly on the Russian market assessed the business envi-
ronment higher (3.73), along with the firms invest-
ing in R&D (3.68). The respondents in this group 
noted a relatively favorable situation with the avail-
ability of human resources and infrastructure, trust 
in business partners and in the state, and the public 
sector’s demand for innovations.

Business Environment Faults Hindering Innova-
tion Development
Against the background of moderately positive as-
sessments (overall ones of the current situation, and 
expectations for the next three years), the respon-
dents were quite worried about certain aspects (see 
Figure 1), first of all, limited access to external fi-
nancing. Business environment characteristics relat-
ed to sources of borrowed capital were also assessed 
as unsatisfactory, namely the availability of resourc-
es from export credit agencies (2.63), bond issues 
(2.68), and venture investments (2.77). Despite a 
satisfactory assessment of one’s own financial po-
tential (3.77), the business community expected the 
situation to deteriorate here as well (–0.12). Thus, 
the already not very favorable state of affairs with 
financial support for innovation activities is becom-
ing increasingly uncertain.
Companies expect problems with entering foreign 
markets (2.75), given growing sanctions pressure, 
the latter are unlikely to become more available in 
the near future. The respondents were equally pes-
simistic about the opportunities to cooperate with 
competitors to conduct R&D and develop innova-
tions (3.06), though under normal circumstances 
such cooperation makes a decisive contribution to 
productivity. The inadequate framework conditions 

for innovation and less-than-perfect government 
regulation also significantly weaken Russia’s innova-
tion potential. Apart from the distrust in the actions 
of the state (3.04), and the concerns about the over-
all macroeconomic policy (3.04) the respondents 
noted a weak judicial system (2.89), ineffective tax 
(3.15) and customs (3.06) mechanisms, inadequate 
activities of control and supervisory authorities 
(3.10), and insufficient anti-crisis support during 
the pandemic (3.12).
The perception of bottlenecks hindering the in-
crease in innovation activity is not clearly differenti-
ated by sector, but varies considerably depending on 
companies’ behavior patterns. The ANOVA analy-
sis and the Kruskal-Wallis test revealed statistically 
significant (at 1%) differences between the average 
values, both for the current state and expectations, 
of almost all negative factors of the business envi-
ronment (Table 5). The only exception is quality of 
judicial system, which the respondents, regardless 
of their involvement in innovation and export ac-
tivities, considered to be one of the weakest points 
of the Russian innovation system.
Innovative companies engaged in export activities 
were less critical in assessing existing barriers, while 
managers of non-exporting companies turned out to 
be more optimistic about their expectations for the 
next three years. Apparently, having a good position 
on the domestic market (own niche, stable demand, 
etc.) gives innovative companies confidence in the 
future even if economic conditions change.

Conclusions and Discussion
The analysis of the business community’s senti-
ments and expectations regarding the changes in 
the framework conditions for innovation allowed 

Figure 1. Factors with the Lowest Scores in 2022 and Expectations Regarding Changes

Source: authors.
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Factor Organisation type Number of 
observations

Average assessment of 
current state/expectations Standard deviation

Availability of credit from 
export credit agencies

Innovative, exporting 2019 3.01/2.92 1.15/1.05

Innovative, non-exporting 3736 2.59/3.02 1.05/1.13

Non-innovative 1487 2.20/2.71 1.09/0.97

ANOVA ***  

Availability of bond issues

Innovative, exporting 2175 2.90/2.95 1.17/1.01

Innovative, non-exporting 4066 2.68/3.11 1.00/1.01

Non-innovative 1606 2.41/2.88 1.02/0.95

ANOVA ***  

Opportunities to enter 
new foreign markets

Innovative, exporting 3270 3.49/3.40 1.24/1.23

Innovative, non-exporting 5379 2.56/2.82 1.32/1.12

Non-innovative 1830 1.99/2.57 1.14/1.09

ANOVA ***  

Availability of venture 
investments

Innovative, exporting 2195 3.10/3.12 1.13/1.11

Innovative, non-exporting 3981 2.75/3.19 0.93/1.06

Non-innovative 1531 2.37/2.79 1.04/0.98

ANOVA ***  

Quality of judicial system

Innovative, exporting 2788 2.87/3.00 1.08/1.01

Innovative, non-exporting 6439 2.90/2.99 0.99/0.92

Non-innovative 1945 2.86/3.00 1.06/1.01

ANOVA    

Cooperation with 
competitors to jointly 
develop innovations

Innovative, exporting 3168 3.03/3.37 1.23/0.93

Innovative, non-exporting 6432 3.18/3.33 1.06/0.91

Non-innovative 2038 2.70/3.08 1.01/0.89

ANOVA ***  

Macroeconomic policy

Innovative, exporting 3154 3.04/3.06 1.14/1.20

Innovative, non-exporting 6879 3.11/3.19 1.06/1.10

Non-innovative 2029 2.79/2.76 1.03/1.10

ANOVA ***  

Activities of control and 
supervisory authorities

Innovative, exporting 3177 3.20/3.21 1.03/1.04

Innovative, non-exporting 7337 3.10/3.00 0.97/0.97

Non-innovative 2142 2.96/2.94 0.99/1.00

ANOVA ***  

Customs regulation

Innovative, exporting 2709 3.18/3.03 1.05/1.06

Innovative, non-exporting 4950 3.00/2.97 0.79/0.91

Non-innovative 1662 3.05/2.91 0.84/0.97

ANOVA ***  

Level of businesses’ trust 
in the state

Innovative, exporting 3305 2.96/3.21 1.18/0.99

Innovative, non-exporting 7455 3.16/3.32 1.17/1.15

Non-innovative 2209 2.72/2.94 1.11/1.05

ANOVA ***  
Note: ***, **, * indicate significance at the level of 10%, 5%, and 1%, respectively. The median value for all factors is 3.00. The results of group comparison 
using the Kruskal-Wallis test are available upon request.
Source: authors.

Table 5. Assessment of Business Environment Factors by Organization Type (ANOVA results)
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the authors to assess Russian businesses’ willingness 
to develop innovations against the background of 
unfavorable external and internal conditions.
A unique database was created on the basis of which 
the characteristics of the innovation climate were 
examined as well as key barriers to its improvement 
at the company level (in our case, high-tech manu-
facturing and service sectors) and various behavior 
patterns were illustrated (engaged in innovation and 
export activities, conducting R&D). Though the sur-
vey to collect data for the study was conducted before 
the imposition of major sanctions restrictions, its re-
sults are still applicable for assessing the innovation 
dynamics and adjusting relevant government policy 
initiatives. In particular, the findings indicate that 
managers of Russian companies see potential for im-
proving the innovation climate (at the beginning of 
2022, the composite sentiment index in both tradi-
tional high-tech and service sectors was at about 3.5 
out of 5). However, even before the exacerbation of 
crisis trends, the surveyed managers did not expect 
significant improvements over a three-year horizon, 
among other reasons due to the business environ-
ment faults they constantly face in their operations.
The survey results also confirm that in the context 
of a turbulent external environment and significant 
delays in the publication of official statistical obser-
vation data, regular collection of information about 
the business community’s mood remains relevant. It 
facilitates feedback between the authorities and so-
ciety and expands the empirical basis for innovation 
(and innovation policy) research. The obtained es-
timates confirm the results of previous studies (Ar-
chibugi et al., 2013; Jung et al., 2018) and reveal fun-
damental differences in the perception of conditions 
for innovation development by companies that dis-
play different innovation behaviour patterns. Orga-
nizations not engaged in these activities rate almost 
all business environment aspects as unsatisfactory 
(<3). Meanwhile innovative firms that export their 
products or conduct R&D (especially in high-tech 
industries) generally tend to be more optimistic in 
assessing both the status quo and future prospects 
(between 3.50 and 3.73, respectively).
The business community believes the key factors of 
achieving stable growth and successfully adapting to 
external turbulence are the availability of human re-
sources and high-quality infrastructure, first of all, in-
formation, communications, and energy infrastructure. 
In turn, the public’s interest in new technologies and in-
novations allows one to expect high consumer demand 
for products and services even in times of crisis.
According to the respondents, the rate of adapting 
to new economic realities may be negatively affected 

by issues with attracting financing (both borrowed 
capital, and public funding), limited access to for-
eign markets, and less-than-perfect public institu-
tions and regulatory systems. The level of direct 
government participation in the domestic economy, 
which during periods of turbulence increases even 
further, is constantly criticized. According to some 
experts, under the sanctions pressure, authorities 
are likely to rely on the project model and targeted 
financing of public sector organizations, including 
large state-owned companies. As a result, both the 
timeframe for making management decisions at all 
levels and the costs of their implementation may in-
crease, while the expected effects, on the contrary, 
may become less significant.5

The study demonstrated that the business commu-
nity is much more interested in altering the govern-
ment’s role from direct participation in business 
activities to that of a regulator, who, among other 
things, would strive to improve the business envi-
ronment. A quick resolution of a number of systemic 
issues which determine the rules of the game in the 
business sector would promote market competition 
and create more favorable conditions for stepping 
up innovation activity.
Companies’ perception of key business environment 
faults also significantly differs depending on the 
level of their involvement in innovation and export 
activities. For innovative organizations integrated 
into global value chains, the key barriers are related 
to the shrinking opportunities for cooperation with 
competitors in conducting R&D (which is particu-
larly important for high-tech enterprises) and a rela-
tively low level of trust in authorities’ actions. In-
novative companies’ exports are mainly hindered by 
inadequate customs regulation and problems with 
attracting external financing (export credit orga-
nizations’ resources, bond issues, venture invest-
ments). In addition to financial constraints, innova-
tion is also hampered by top management’s negative 
perception of the opportunities for entering new, 
especially foreign, markets.
The identified diversity in assessments of the faults 
of the business environment for innovation, associ-
ated with companies’ behavior patterns, provides 
an empirical basis for developing initiatives to sup-
port business during periods of economic instability. 
Eliminating major faults of this kind may accelerate 
the real sector’s adaptation to innovation develop-
ment amid external restrictions.

The paper was prepared in the framework of the National 
Research University Higher School of Economics’ Basic Re-
search Programme.

5 https://kiozk.ru/article/ekspert/30-let-russkih-innovacij-pocemu-ne-slozilsa-pazl; https://stimul.online/articles/interview/vyyti-s-tekhnologicheskoy-po-
luperiferii/; https://stimul.online/articles/sreda/nuzhna-dostroyka-innovatsionnoy-sistemy/, accessed on 14.08.2023.
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Intrapreneurship as a Driver  
of Business Innovation

Abstract

The need for constant renewal with new capabilities and 
valuable assets in an increasingly complex context rep-
resents an extraordinary challenge for companies. One 

of the most relevant sources is hidden internal resources in 
the form of the entrepreneurial initiatives of personnel - in-
trapreneurship. Interest in this new type of entrepreneurship 
has been growing steadily over the last decade. This article 
contributes to the understanding of the factors influencing its 
development using the example of manufacturing enterprises 

in the most developed states of India. The role of key prereq-
uisites such as individual entrepreneurial ability and acquired 
competencies (strategic thinking and proactive behavior) as 
well as the art of cultivating a unique innovation-friendly cli-
mate is revealed. The author’s findings strengthen the case for 
new formats of economic development in addition to classi-
cal entrepreneurship. These findings may be useful for deci-
sion-makers deciding how to renew and build competitive 
advantage in a dynamic business environment.
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Introduction
Entrepreneurship plays an important role in the tran-
sition of the economy to new technological structures, 
ensures job growth (Parker, 2011; Gawke et al., 2019), 
and improves the overall economic situation (Yang 
et al., 2009). Finding new business models in today’s 
increasingly complex context requires a strong abil-
ity to balance multiple factors with multidirectional 
influences and higher level competencies (Mom et al., 
2015). One of the new strategies is intrapreneurship: 
internal entrepreneurship in which innovations are 
generated and the company is constantly updated. In-
trapreneurship is a type of entrepreneurship in which 
new enterprises are created by employees and are part 
of the parent company (Antoncic, Hisrich, 2003). If in 
traditional entrepreneurship, the founder of the com-
pany, as an independent entity, assumes all the risks 
associated with its survival and development, then the 
intrapreneur receives full support from their employer, 
including risks coverage (Bosma et al., 2013; Klofsten 
et al., 2021; Kuratko, Audretsch, 2013). Interest in such 
a business development mechanism is growing steadi-
ly among academic researchers (Hornsby et al., 2013).
Intrapreneurship can be seen as a safe space that allows 
for the cultivation of new business projects for the con-
stant renewal and sustainability of the company. The 
creation of such a space is a complex problem, since 
high-order management competencies are required. 
Work climate is often perceived as an objective char-
acteristic of an organization. However, it is largely de-
termined by tacit hard-to-access knowledge due to the 
fact that it is a strategic competitive advantage.
Among the unique components of the creative process 
is the provision of free time within the work schedule 
for entrepreneurially oriented personnel to imple-
ment such projects. The absence of a strict framework 
requiring compliance with the official content of the 
job functions gives employees the opportunity launch 
new ventures and motivates them to experiment with 
new ideas (Menzel et al., 2007). This combination of 
free-spiritedness and commitment to the organization 
is the basic element of a unique corporate philosophy 
(Bolino et al., 2003; Schneider, Bowen, 1993). The fac-
tors that determine the development of intrapreneur-
ship have not yet received sufficient coverage in the 
research. The purpose of our article is to fill this gap. 
Our goal is to study the relationship between entrepre-
neurial competencies and the development of intrapre-
neurship, and to assess the contribution of the working 
climate at manufacturing companies to this process. 
The article begins with a literature review of the theo-
retical foundations of intrapreneurship and its prac-
tices in the global and Indian contexts. It then reveals 
the regularities helping or hindering its development, 
illustrated by the authors’ empirical research based on 
a survey of employees at leading industrial companies 
in India. The conclusion summarizes the key findings 
and substantiates their significance for cultivating new 
formats of innovative development.

 Literature Review
The phenomenon of intrapreneurship has been dis-
cussed in the academic literature since the mid-1980s. 
(Pinchot, 1985; Drucker, 1986; Pinchot, Pellman, 1999). 
At the start of the development of this research (1985–
2007), mainly narrow specialists showed interest in it. 
The turning point came in 2008, as the global financial 
crisis prompted a rethinking of business models and 
the search for new renewal strategies. In this context, 
this new format of entrepreneurship began to be per-
ceived as an attractive and reliable alternative to risky 
endeavors. As a result, experts from different fields be-
gan to be involved in the study of this phenomenon 
(Valencia et al., 2016). Intrapreneurship is seen as one 
of the key mechanisms for generating the innovations 
that companies need in order to achieve sustainability 
on dynamic markets. The annual increase in the num-
ber of works on this topic has grown exponentially and 
reached its maximum in 2020. Thus, despite its rela-
tively young age, intrapreneurship research is already 

“overgrown” with many publications (Hernández-Per-
lines et al., 2022). In the process of development, in-
trapreneurship acquired synonymous terms that, al-
though they had a connection with corporate entrepre-
neurship, they nevertheless had different connotations. 
Some researchers differentiate between corporate en-
trepreneurship, entrepreneurial orientation, and intra-
preneurship, elaborating on the last from an individual 
perspective (Amo, 2010). Entrepreneurial orientation, 
as one of the aspects of entrepreneurship, is disclosed 
in the works of (Wahyudi et al., 2021a, 2021b). Intra-
preneurship involves several players, whose roles de-
pend on different characteristics, backgrounds, and 
personality traits (Mudambi et al., 2007; Reuber et al., 
2018). Entrepreneurship involves seeking emerging 
opportunities and creating new economic value to en-
hance competitiveness (Drucker, 1986; Pinchot, 1985).
Various classifications are proposed, both for the types 
of intrapreneurship themselves and  the areas of its 
research. For example, (Blanca, 2018) identifies five 
research areas in terms of their focus: individuals, or-
ganizations, context, factors, and outcomes. In turn, 
the authors of the study (Gawke et al., 2017) identified 
three types of intrapreneurship. The first relates to en-
trepreneurial orientation and is a higher order factor in 
which employees take initiative, develop innovations, 
and share risks (Felício et al., 2012; Rigtering, Weitzel, 
2013; De Jong et al., 2013; Valsania et al., 2013; Valsania 
et al., 2012). The second focuses on results, analyzing 
the contribution of staff to the company’s development 
(Hornsby et al., 2009, Matthews et al., 2009, Bager et al., 
2010; Camelo-Ordaz et al., 2011; Urbano,Turró, 2013; 
Belousova, Gailly, 2013). The third focuses on employ-
ee behavior that fosters a culture of intrapreneurship. 
It synthesizes concepts of entrepreneurial behavior 
(Edquist et al., 2001; Park et al., 2014) and the strategic 
renewal of companies in response to external and in-
ternal changes (Zampetakis et al., 2009; Mustafa et al., 
2016; Gawke et al., 2017; Woo, 2018). It is this type that 
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looks most promising in terms of the development of 
intrapreneurship research.
The potential of intrapreneurship is determined by two 
interrelated groups of factors (Antoncic, Hisrich, 2000). 
The first of these relates to the external environment 
and includes: dynamism, technological base, indus-
trial growth rates, and demand for new products. The 
second concerns the intra-corporate aspects, includ-
ing: freedom and reward (De Villiers-Schipers, 2012; 
Galván-Vela, Sánchez-Limón, 2017), social norms 
and character traits of employees (Ajzen, 1991, Nees-
sen et al., 2019), job design (Bakker, Demerouti, 2014), 
proactive behavior (Parker et al., 2010), openness to 
new ideas, creativity, tolerance for mistakes, and inno-
vativeness (Santos-Vijande et al., 2022). When creat-
ing new business projects, there is a requirement that 
they be consistent with the main profile of the com-
pany. Despite the fact that intrapreneurship in general 
is considered more secure and prosperous compared 
to classical entrepreneurship (Buekens, 2014), the in-
ternal corporate environment has an ambiguous influ-
ence upon it. In some cases, this can become a limiting 
factor, for example, if the company is unreceptive to 
new development formats and has a strict internal bu-
reaucracy. 
The success or failure of intrapreneurship projects 
largely depends on having a holistic vision and sensi-
tivity to complex dynamics (De Keyser, Vandenbempt, 
2023; Glinyanova et al., 2021), which requires a com-
bination of difficult-to-combine contradictions in at 
least four directions: altruism with personal interests, 
freedom of action with subordination, theory with 
practice, and openness with personal boundaries. The 
most significant abilities in this regard relate to the 
search for new opportunities.

Search for New Opportunities
In the context of intrapreneurship, the focus is on iden-
tifying opportunities (Neessen et al., 2019) and their 
various combinations. Opportunities do not arise ran-
domly or in isolation, but appear as a result of the ac-
quisition of high competencies, effort, consistency in 
action, and adjustments in strategy. Different types of 
opportunities are revealed by corresponding manage-
ment approaches (Verbecke, Yuan, 2022). Within the 
framework of intrapreneurship, new relationships are 
identified between goals and possible means of achiev-
ing them, which are then tested in practice, creating 
conditions for the profitable implementation of new 
products, services, and organizational methods (Shane, 
Venkataraman, 2000).
New combinations of resources can arise through the 
coordinated actions of participants in a joint venture, 
alliance (Sun et al., 2021), or an international platform 
(Nambisan et al., 2019). Combining assets, whether in 
the areas of new markets, products, processes, ways of 
organizing and sources of supply, can represent either 
a radical new balance of means and ends, or a slight 

modification of the existing alignment (Shane, 2012; O’ 
Brien et al., 2019).
Among the internal corporate sources of innovation 
emergence are the ability to establish partner networks 
inside and outside the company, an open and creative 
type of thinking, skillful interactions with complexity 
and risks, ingenuity, commitment to high standards, 
and empathy. However, the ability to search for oppor-
tunities outside the organization is equally important 
(Pett, Wolff, 2016).

Impact of Work Climate on Opportunity-Seeking  
and Intrapreneurship in General
Intraorganizational interactions are largely deter-
mined by the company’s identity and values. As suc-
cessful practices of intrapreneurship show, companies 
actively practicing this type of entrepreneurship skill-
fully create an atmosphere of prosperity (Hornsby 
et al., 2017). This will facilitate design innovation by 
combining design thinking, user-centricity, and in-
novation strategies. Combining a creative corporate 
climate with intrapreneurship is fundamental to the 
success of such projects, where innovation, proactivity, 
and self-renewal play a large role.
The influence of age on the choice between classical 
entrepreneurship and intrapreneurship has also been 
studied (Parker, 2009). It has been established that em-
ployees aged 24 to 44 years, if they have appropriate 
internal potential, are highly likely to decide to leave 
their current job and implement their ideas at an inde-
pendent startup, that is, they will choose classic entre-
preneurship. In turn, able-bodied individuals whose 
age is below or above the specified age range are signif-
icantly more likely to participate in intrapreneurship.

The Move from Intrapreneurship to Classical  
Entrepreneurship
Such precedents are also being explored. For example, 
Verma (2016) examines the factors that led employees 
to not become intrapreneurs but successful external, 

“classic” entrepreneurs. Their innovations were rejected 
by their parent companies or were not suitable for these 
companies due to a lack of support, so they decided to 
start their own business in a high-risk environment. 
If employees with entrepreneurial skills are not fully 
supported by management to position themselves as 
intrapreneurs, they are forced to leave the parent com-
pany and start their own venture. More specific factors 
that can hinder intrapreneurship and stimulate classic 
entrepreneurship include:
• Employees’ desire for individual achievement and 

recognition
• The foreignness of their innovative and creative 

qualities for the corporate environment
• Management’s unresponsiveness to renewal ef-

forts and the proactive employee’s disappointment 
with this attitude

Vivek V., Chandrasekhar K., рр. 97–105
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• Unwillingness of colleagues to get involved in in-
trapreneurial initiatives

• Reduction of internal corporate financial support 
due to previous failures and direct fines

• Lack of remuneration and profit distribution at 
the organization

• The excessive unconventionality and radical na-
ture of the proposed ideas in the eyes of the com-
pany management

• Long wait for project approval from management

Global Practices for Successful Intrapreneurship
There are several real-world examples that illustrate 
the connection between entrepreneurial competencies 
and intrapreneurship.
Google’s «20% Time» Policy: Google encourages its 
employees to dedicate 20% of their work hours to pur-
sue personal projects. This policy has led to the devel-
opment of innovative products like Gmail and Google 
Maps, showcasing how intrapreneurial behavior, fu-
eled by employees’ entrepreneurial competencies, can 
drive significant innovations within a corporate setting.
3M’s Innovation Time Off (ITO) Program: 3M allows 
its employees to spend up to 15% of their working time 
on projects of their choice. This initiative has resulted 
in numerous successful products, including Post-it 
Notes. By empowering employees to apply their entre-
preneurial skills, 3M fosters a culture of intrapreneur-
ship, leading to continuous innovation.
Apple’s Internal Incubator: Apple has a history of en-
couraging intrapreneurship through projects like the 
App Store. Employees are given the autonomy to de-
velop and launch their apps, leveraging their entrepre-
neurial competencies to create successful applications 
that contribute to Apple’s ecosystem and revenue.
Amazon’s Customer Obsession: Amazon’s focus on 
customer needs and its drive for innovation are deeply 
rooted in entrepreneurial competencies. The com-
pany’s intrapreneurial initiatives, such as the develop-
ment of Amazon Echo and Alexa, exemplify how un-
derstanding customer demands and innovative think-
ing can lead to disruptive products and services within 
a corporate environment.
Adobe Kickbox: Adobe provides its employees with 
a physical «Kickbox» that contains resources and in-
structions for developing new ideas. This intrapre-
neurial toolkit empowers employees to explore their 
entrepreneurial competencies, fostering a culture of 
innovation and experimentation within the organiza-
tion.
These examples highlight how entrepreneurial com-
petencies, such as creativity, opportunity recognition, 
risk-taking, and customer focus, drive intrapreneurial 
initiatives within well-established companies, leading 
to groundbreaking products and services.

Indian Context
Many Indian entrepreneurs, who started as intrapre-
neurs, have already contributed greatly to the indus-
trial development of the country. In general, India 
has developed a culture of support for intrapreneur-
ship and certain success stories have emerged. So the 
ITC company, within the framework of the concept 
intrapreneurship, provides wide autonomy to staff for 
creative initiatives. For example, a company purchas-
es agricultural products directly from farmers, while 
providing them with online access to foreign markets, 
increasing their productivity and strengthening the 
competitiveness of the national market. SAP Labs, a 
subsidiary of SAP operating on the Indian market runs 
a program called InnVent, short for innovation and 
venture challenges, that encourages out-of-the-box 
thinking. At Hindustan Unilever, the result of intrapre-
neurship initiatives was the formation of new routes 
for the distribution of products to remote areas. The 
success of intrapreneurial cases is based on a cause-
and-effect chain: legitimized freedom of action, guar-
antees of remuneration, tolerance for mistakes, and 
comprehensive resource support develop a sense of 
ownership and enthusiasm among employees, which 
creates a favorable, unique creative climate. In turn, 
incentives for cooperation expand, innovative activity 
intensifies, and the level of emotional and psychologi-
cal attachment to the organization increases (Stander, 
Rothmann, 2010). Many of these companies practice 
action learning using the latest audiovisual aids and 
other educational technologies. They are exponentially 
increasing investment in infrastructure to create inno-
vation. Employees are provided with mentoring, finan-
cial and infrastructural support, upward communica-
tion is encouraged, and workers go beyond their spe-
cific responsibilities, which increases their motivation, 
engagement, and sharing of unique corporate values 
(Srivastava, Bhatnagar, 2008). Horizontal communica-
tion, coordination of interactions, and cross-support 
between departments are also practiced.

Setting up the Hypotheses
Based on the literature review, the following hypoth-
eses have been framed.
H1: There is a relationship between entrepreneurial 
competencies and intrapreneurship development.
This hypothesis posits an overlap in the skill set and 
mindset required for entrepreneurial competency 
and intrapreneurship. Both roles demand the abil-
ity to recognize opportunities, manage risks associ-
ated with new ventures, and foster innovation and 
creativity. Entrepreneurs and intrapreneurs alike 
need to identify market gaps and innovative pros-
pects, navigate risks effectively, and employ creative 
problem-solving within their organizational contexts, 
highlighting the shared competencies between the 
two roles.
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H2: Working climate mediates the relationship between 
entrepreneurial competencies and intrapreneurship de-
velopment.
The working climate, encapsulating the psychological 
environment within an organization, acts as a pivotal 
mediator between entrepreneurial competencies and 
intrapreneurship development. Within this climate, 
psychological safety cultivates trust, empowering em-
ployees to utilize their entrepreneurial skills freely, fos-
tering a culture of intrapreneurial behavior. Autonomy 
further drives innovation, enabling employees to initi-
ate and innovate, while the climate fostering risk-tak-
ing influences intrapreneurial endeavors, encouraging 
calculated risks. Collaboration nurtures teamwork and 
the exchange of ideas, translating entrepreneurial skills 
into actionable intrapreneurial projects. Recognition 
and rewards reinforce the link between competency 
and intrapreneurship, emphasizing the importance of 
acknowledgment in promoting a culture of innovation 
and initiative.

Methodology
An empirical research study was carried out using a 
survey with a standardized questionnaire as the re-
search tool. It contained questions about intrapreneur-
ial development, working climate, and entrepreneurial 
competencies. Entrepreneurial competencies included 
the ability to recognize opportunities, emotional intel-
ligence, an understanding of abstract concepts, orga-
nizational skills, strategic aptitude, and the ability to 
commit. Intrapreneurial development includes new 
business venturing, innovativeness, self-renewal, and 
proactiveness. The measures were studied using a five-
point Likert scale (Joshi et al., 2015). 
Manufacturing firms in the five most industrialized 
states in India (Tamil Nadu, Maharastra, Gujarat, Ut-
tar Pradesh, and Andra Pradesh) were considered for 
the study. Employees on the research and development 
teams of the manufacturing firms are the target popu-
lation. A questionnaire was emailed to the Human Re-
source departments of the companies and asked to cir-
culate it among the workers. A total of 426 responses 
were received. Out of this, 418 responses were found 
fit for the study. The reliability and validity of the con-
structs were measured, and a mediation analysis is 
done using SPSS Macros.
A detailed description of the components studied is 
shown in Table 1.

Results
Measurement Model Evaluation
The validity of the measurement model was examined 
using confirmatory factor analysis (CFA). The average 
variance extracted, composite reliability, and Cron-
bach’s alpha were derived as defined in a similar study 
(Bjornali, Støren, 2012) and the constructs are validat-
ed. Table 2 provides Cronbach’s alpha, which accord-
ing to (Singh, Smith, 2006) is good as the value exceeds 

0.80 and is found to be reliable. Discriminant validity 
and congruent validity were assessed using average 
variance extracted. Table 3 shows that the AVE values 
are above 0.5 and the correlated factors are above 0.5, 
which is said to be satisfactory according to (Singh, 
Smith, 2006).

The Evaluation of the Structural Model
The relationship between the investigated constructs is 
assessed using regression values derived from AMOS 
path analysis.
H1: There is a relationship between entrepreneurial 
competencies and intrapreneurship development.
The fit indices of the CFA and SEM conducted in 
AMOS 23 are shown in Table 4. According to (Byrne, 
2004), the values of CFA and SEM were determined 
to fit.
According to the study’s findings in Table 5, there is a 
significant association between entrepreneurial com-
petencies and intrapreneurship development (p<0.05). 
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Entrepreneurial Competency  
I possess creative thinking skills that help in problem-solving 
and innovation
I am comfortable with taking calculated risks to explore new 
opportunities
I excel in generating innovative ideas that contribute to business 
growth.
I am skilled in optimizing supply chains and managing 
resources efficiently.
I demonstrate financial acumen in decision-making and 
resource allocation.
I effectively network and build relationships to facilitate business 
opportunities.

Intrapreneurship Development
I actively engage in new business venturing within my 
organization.
I contribute to innovativeness by proposing and implementing 
new ideas.
I am proactive in seeking opportunities for self-renewal and 
personal growth.
I demonstrate a proactive approach to problem-solving and 
decision-making.

Working Climate
My organization encourages a culture of creativity and 
innovation.
Employees are empowered to take initiative and make decisions 
independently.
There is a supportive environment that values and rewards risk-
taking and experimentation.
Collaboration and teamwork are encouraged to foster idea 
exchange and innovation.
Note: based on the respondents’ assessment using a 5-point Likert scale: 
(1) Strongly Disagree; (2) Disagree; (3) Neither Agree nor Disagree; (4) 
Agree; (5) Strongly Agree). An additional question relates to the Overall 
Evaluation: “How would you rate the overall entrepreneurial culture 
within your organization?” (answer options: Poor; Fair; Good; Very 
Good; Excellent).

Source hereinafter: authors, based on survey results.

Table 1. Questionnaire Statements Posed to the 
Respondents to Evaluate Intrapreneurship

Entrepreneurial Competencies 
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Latent construct CA AVE CR Corr 
Entrepreneurial competency

Opportunity 0.812 0.723 0.821 0.723
Relationship 0.836 0.711 0.878 0.705
Conceptual 0.924 0.703 0.816 0.748
Organizing 0.817 0.719 0.806 0.789
Strategic 0.856 0.752 0.863 0.764
Commitment 0.803 0.741 0.841 0.748

Intrapreneurial development
Business Venturing 0.834 0.729 0.874 0.814
Innovativeness 0.867 0.815 0.816 0.748
Self-renewal 0.851 0.836 0.857 0.761
Proactiveness 0.829 0.841 0.803 0.709
Working climate 0.816 0.869 0.856 0.736
Notе: CA – Cronbach’s Alpha; AVE – Average Variance Extracted; CR – 
Composite Reliability; Corr – Correlation..

Table 2. Measurement Model Evaluation (CFA)Entrepreneurship competencies can explain 86% of 
the difference in intrapreneurship development. The 
results were similar to those in (Boon et al., 2013a).
Entrepreneurial competencies play an important role 
in aiding intrapreneurship development. Strategic and 
organizing factors are strongly related to intrapreneur-
ship development.

Evaluation of Mediation
H2: Working climate mediates the relationship between 
entrepreneurial competencies and intrapreneurship de-
velopment.
The mediating role of the working climate toward the 
relationship between entrepreneurial competencies 
and intrapreneurship development is analyzed using 
Hayes process Macros (Hayes, 2012).
This study investigated the function of the working cli-
mate as a moderator in the link between entrepreneur-
ial competencies and intrapreneurship development. 
The findings supported H2 by revealing a substantial 
indirect influence of entrepreneurial competencies on 
intrapreneurship development (b= 0.268, t = 5.496). 
Furthermore, in the presence of the mediator, the di-
rect effect of entrepreneurial competencies on intra-
preneurship development was shown to be significant 
(b = 0.289, p < 0.001). As a result, the working climate 
moderated the association to some extent. Table 5 
summarizes the mediation analysis.

Discussion
Firstly, the study results showed that there is a rela-
tionship between entrepreneurial competencies and 
intrapreneurship development in Indian manufactur-
ing firms. These results are similar to the results of 
(Bjornali, Støren, 2012; Boon et al., 2013b), however, 
in the manufacturing context, the conceptual and stra-
tegic factors of the entrepreneurial commitment were 
found to be strongly related to entrepreneurship de-
velopment. Several studies have emphasized training, 
corporate culture, and organizational work models 
(González-Tejero, Molina, 2022; Rasca et al., 2018) 
that were also considered in this study and the rela-
tionships were highlighted.
Secondly, the results from the mediation analysis 
showed that the working climate partially moderates 
the relationship between entrepreneurial competen-
cies and intrapreneurship. Several studies were done in 
similar areas (Gelade, Ivery, 2003; Salanova et al., 2005; 
Zarefard, Jeong, 2019), however the mediating effect of 
theworking climate in relation to entrepreneurial com-
petencies and intrapreneurship development has not 
been analyzed. Manufacturing industries more often 
develop intrapreneurship by pursuing entrepreneurship.
The findings from the survey data provide valuable 
information about the relationship between entrepre-

The goodness of fit measures CFA Model SEM Model
The basic goodness of fit

Chi-square 232.789 245.268
Degrees of freedom 145 145

Absolute fit index
Chi-square/degrees of freedom 1.426 1.502
RMSEA 0.043 0.044
GFI 0.861 0.856
AGFI 0.906 0.917
CFI 0.962 0.978
RMR 0.046 0.038
SRMR 0.024 0.003
Note: RMR < 0.08. RMSEA < 0.08. CFI > 0.95. GFI > 0.90.  
AGFI > 0.90. SRMR < 0.05.

Table 3. The Goodness of Fit Measures

Relationship ECID
Standardized regression weight 0.796
Standardized estimates 0.189
p-value 0.00*
Squared multiple correlation coefficient 0.864
Hypothesis test result Accept 

hypothesis
* Significance at p<0.05.

Relationship ECWCID
Total Effect 0.542 (0.000)
Direct Effect 0.289 (0.000)
Indirect Effect 0.268
Confidence Interval (lower to upper 
band)

0.186 to 0.367

t-statistics 5.496
Conclusion Partial Mediation

Table 4. Evaluation of the Structural 
 Equation Model (SEM))

Table 5. Mediation Analysis Summary
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neurial competencies and intrapreneurship develop-
ment within Indian manufacturing firms. Confirma-
tory factor analysis (CFA) confirmed the validity of 
the measurement model, with Cronbach’s alpha values 
exceeding 0.80, indicating reliability. The structural 
equation model (SEM) further supported the relation-
ship, revealing a significant association between entre-
preneurial competencies and intrapreneurship devel-
opment (p < 0.05). Notably, strategic and organizing 
factors exhibited strong correlations with intrapre-
neurship development. Mediation analysis, employing 
the Hayes process Macros, demonstrated the moderat-
ing role of the working climate. The findings revealed a 
substantial indirect influence of entrepreneurial com-
petencies on intrapreneurship development (b = 0.268, 
t = 5.496). Additionally, the direct effect of entrepre-
neurial competencies on intrapreneurship develop-
ment remained significant (b = 0.289, p < 0.001) in the 
presence of the mediator, indicating partial mediation. 
Furthermore, the study illuminated the underexplored 
area of working climate’s mediating effect, showcas-
ing its pivotal role in fostering intrapreneurship de-
velopment alongside entrepreneurial competencies in 
manufacturing industries. This research underscores 
the crucial interplay between entrepreneurial com-
petencies, intrapreneurship, and the working climate, 
emphasizing their collective importance in enhancing 
innovation and competitiveness within manufacturing 
businesses.

Conclusion
This research explored how entrepreneurial compe-
tencies, including strategic and organizing factors, 
influence intrapreneurship development. The study 
involved 418 respondents from manufacturing firms 
in five industrialized states in India. Confirmatory fac-

tor analysis validated the measurement model, dem-
onstrating the reliability of the constructs. Structural 
equation modeling revealed a significant association 
between entrepreneurial competencies and intrapre-
neurship development. Notably, the study found that 
the working climate partially mediates that relation-
ship, emphasizing the importance of a supportive 
workplace environment in fostering intrapreneurial 
behavior.
Firstly, the research underscored the pivotal role of 
entrepreneurial competencies in driving intrapreneur-
ship within manufacturing firms, emphasizing the sig-
nificance of strategic thinking and organizational skills 
in fostering innovative initiatives within corporate 
boundaries. Secondly, the study highlighted the nu-
anced influence of the working climate as a mediating 
factor, indicating that a positive and supportive work-
place environment significantly amplifies the impact 
of entrepreneurial competencies on intrapreneurship 
development. Organizations with conducive working 
climates are more likely to witness the effective utiliza-
tion of entrepreneurial skills among their employees, 
leading to enhanced intrapreneurial activities. This in-
sight is particularly vital for business leaders and poli-
cymakers, emphasizing the need to invest in creating 
supportive work environments that nurture creativity, 
risk-taking, and entrepreneurial spirit. Furthermore, 
the findings also imply that training programs and 
interventions focusing on enhancing entrepreneurial 
competencies, when coupled with a favorable working 
climate, can substantially contribute to a culture of in-
novation and intrapreneurship within manufacturing 
firms. Overall, this research provides actionable in-
sights for businesses aiming to foster intrapreneurship, 
improve organizational performance, and maintain a 
competitive edge in a dynamic business landscape.
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